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MONTANA-DAKOTA UTILITIES CO.
MONTANA CONSUMER COUNSEL
MCC DATA REQUEST
DATED JULY 12, 2013
DOCKET NO. D2012.9.100

MCC-194 Regarding: Returns on Natural Gas Utilities
Witness: J. Stephen Gaske

Please provide an electronic copy, with all source documents, including data and
formulas, of Figure 1: Authorized Returns on Equity for Natural Gas Distribution
Utilities (2010-2012), as shown at page 3 of your rebuttal testimony. Also, please
provide the name of the utility, jurisdiction, requested and awarded ROE and date
of filing and of Commission Order for each of the 90 rate proceedings shown on
the chart.

Response:

Please see Attachment A.
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Rate Case
Reguesicd Aunthanized Initial Filing Complion
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Lonisvilke Gas and Electric Company KY 1150 NA 12902610 7302010
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Company Nane
CemerPubnt Encry Resourees Corp.
SeurceGas Distribution LLC
Black Hille Nebraska Gas Uility Compeny LLC
SourceGas Distnbation LLC
PECO Encrgy Company
Peoples Motural Gag Company LLC
UGI Cemtral Penn Gas, Ine.
Cotumbia Gas of Ponnsylvania, e,
Peoples Noturnl Gas Company LLC
Btack Hillz Towa Gas Utility Company, LLC
Intersiote Pavver and Light Company
ENSTANR Nawal Gas Company
Pugel Sound Energy, Inc,
Avista Corporation
Pupel Sawd Energy, Inc.
Avista Corperation
Avisiz Corporation
Puget Saund Energy, Inc.
Avisia Corporation
Norhwest Natural Gas Company
Bagten Gas Company
Caolonial Gas Company
EnergyNorth Kawiral Gas, tne.
Naorthern Utilitdes, luc,
Hesw Engtand Gas Conspany
Fitehiburg Gas and Electric Light Compraty
Bay Stpie Gas Company
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MONTANA-DAKOTA UTILITIES CO.
MONTANA CONSUMER COUNSEL
MCC DATA REQUEST
DATED JULY 12, 2013
DOCKET NO. D2012.9.100

MCC-195 Regarding: Exhibit No._(JSG-04)}
Witness: J. Stephen Gaske

Please provide copies of the source documents used for preparing Exhibit
No. (JSG-04).

Response:

Please see Aftachment A.



Operating Income (Loss)
Gas Utility Operations
Wholesale Energy Operatlons

"Retail Energy Operatlcms
Retail Gas and Other Opcratsons
Retail Electric Operatlous :
On-Site Energy Production

- Appliance Service Operafib’ﬁs

Subtotal Retail Energy Operatmns

Cmporate and Services i
~ Total Operating Income

Depreciation and Amornzatmn
Gas Utility Opcratlons
Wholesale Encrgy Opcratmnq

Retail Energy’ Operatzons :
Retail Gas and Other Operatlons

- On-Site Energy Producnon .
Appliance Service Operations

- ‘Subtotal Retail Eniergy Operations
Corporate and Services

In'féfés{"ChéngS'
Gas Utll)ty Operuﬂous o
Wholesale Energy Op: ations

Retail Energy Operations:

Retail Gas and Other. Opcratxons _ . '

On-Site Energy Production
Subtotal Retail Energy Opera'i:ig'ﬁs
Corporate and Services
Subtotal :
Intersegment Borrowings

Total Interest Charges

Income Taxcs s
Gas Ullhty Opcratlons
Wholesale Energy Operations :

Retail Energy Operations:
~ Retail Gas and Qther Operations
Retail Electric Operations
On-Site Energy Production
Appliance Service Operations
Subtotal Retail _Eﬁé'r'.gy'Operations
Corporate and Services

Total Income Taxes -

nd Amortization

Response No. MCC-185

South Jersey Industries, Ine. Attachment A
Part 1 Page 1 of 2
2011 2010 2009
§ 102663 8 90700 5. 81439
16,225 6,154 _ 29,601
18
(7,459)
L . 3,309
C(13539) 1,361
2,948 (711}
: (229) - - : _ | m
3 121,607 % 116492 § 11,110
41959 $ 7 39502 § 34,507
253 ) 252 _ 304
4,507 003920 -0 L 3804
322 344 306
Coags2 4299 T 403
665 641 505
47,759 § 0 44,694 8 30447

16,442

-339
16

1,928

5,622 4070 1944
2,648 1,076 780
27246 22881 0 19505
(3,168) (985) (513)
24,078 8 . 021896 % o 18992

34,281 % 29676 b _ 27,_104
7517 3243 0 12,456

717 5 353 _(3,064)_

(22,258) (10,635) IRTCREL)
1,480 174 601
(19,550) @A) o (5.581)
254 322 323

© 22,502 5 98811 % 3430




NEDRUNSE NO. VMGL-TYS

South Jersey Industries, Inc. Attachment A
Part 11 Page 2 of 2
2011 2010 2009
Propesrty Additions:
Gas Utility Operations 5 110,694
Whoiesale Encrgy Operations ' ‘ 682 - 27
‘Retail Energy Operations: XY R R S
Rctall Gas and Othcr Opcratlons 16
S R o 57093 0 5 9,760
Apphance Servme Operatlons 254 . 141 517
*“Subtotal Retail Energy Oper: : BRETE S FERNS ' 50,5997 10,3537
Corpmate and Scwxces 1,029 290
“Total Propeity Addi ions $ 163,963 8 121,364
2011 2010

Identifiable Asscts

Gas Utility Operations G % FHE s aEsT s
- Wholesale Energy Operations 159,424
Retail Energy Opmatsons T L

Retail Gas and Other Opcratlons

Retail Electric Operatlons : v 1235
On-Site Enexgy Production - ) 275,053 . 147,064

Appliance Service Operations™ S __ _ L o 1335 18,528
Subtotal Retail Energy Opcratmns 332,272 224,507
Discontinued Operations : 5 HRTRERY: £ DI SR L ey 890 -
Corporate and Services 156,252 168,788
“lntersegment Assets [ : SRR S _ - (16,385) (24,183)
Total Identifiable Assets 5 2,247,510 § 2:076’65
9. LEASES:

The Company is considered to be the lessor of certain thermal energy generating property and equipment under an operating lease
which expires in May 2027 . As of December 31, 2011 and 2010 the carrying costs of this property and equipment under operating lease was
$74.0 million and $73.6 millon , respectively, (net of accumulated depreciation of $17.5 million and $15.0 million , respectively) and is
included in Nonutility Property and Equipment in the consolidated balance sheets.

Minimum future rentals to be received on non-cancelable leases as of December 31, 2011 for each of the next five years and in the
aggregate are (in thousands):

Year ended December 31,

2012 Bt ettt
2013 5,396
2014 53960
2015 5,396
2016 : [ : 53960
There'lf{r-:r - o o _ ) _ 56,210
Total minimum future rentals LEELY e . - . : N .83,'.190'{;5

Minimum future rentals do not include additional amounts to be received based on actual use of the leased property,

63




MONTANA-DAKOTA UTILITIES CO.
MONTANA CONSUMER COUNSEL
MCC DATA REQUEST
DATED JULY 12, 2013
DOCKET NO. D2012.9.100

MCC-196 Regarding: Earnings Growth Projections
Witness: J. Stephen Gaske

Please provide a copy of the document referenced in footnote 7 of your rebuttal
testimony: Vander Weide, J.H. and Carleton, W.T., "Investor Growth Expectations:
Analysts vs. History," The Journal of Portfolio Management, Spring 1988.

Response:

Please see Aftachment A.
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Investor growth
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expectations: Analysts
VvS. history

Analysts” growth forecasts dominate past trends in predicting

stock prices.

James H. Vander Weide and Willard T. Carleton

888, or the purposes of implementing the Dis-
counted Cash Flow (DCF) cost of equity model, the
analyst must know which growth estimate is embod-
ied in the firm’s stock price. A study by Cragg and
Malkiel (1982) suggests that the stock valuation pro-
cess embodies analysts’ forecasts rather than histor-
ically based growth figures such as the ten-year
historical growth in dividends per share or the five-
year growth in book value per share. The Cragg and
Malkiel study is based on data for the 1960s, however,
a decade that was considerably more stable than the
recent past.

As the issue of which growth rate to use in
implementing the DCF model is so important to ap-
plications of the model, we decided to investigate
whether the Cragg and Malkiel conclusions continue
to hold in more recent periods, This paper describes
the results of our study.

STATISTICAL MODEL

The DCF model suggests that the firm’s stock
price is equal to the present value of the stream of
dividends that investors expect to receive from own-
ing the firm's shares. Under the assumption that
investors expect dividends to grow at a constant rate,
g, in perpetuity, the stock price is given by the fol-
lowing simple expression:

where:
P, = current price per share of the firm’s stock;
I} = current annual dividend per share;
g = expected constant dividend growth rate; and
k = required return on the firm’s stock.

Dividing both sides of Equation (1) by the
firm's current earnings, E, we obtain:

P D (1+g)

E F k-g )

Thus, the firm's price/earnings (P/E) ratio is a non-
linear function of the firm’s dividend payout ratio (D/
E), the expected growth in dividends (g), and the
required rate of return,

To investigate what growth expectation is em-
bodied in the firm's current stock price, it is more
convenient to work with a linear approximation to
Equation {2). Thus, we will assume that:

PIE = a,(D/E) + ag + ak. (3)

(Cragg ahd Malkiel found this assumption to be
reasonable throughout their investigation.)
Furthermore, we will assume that the required

JAMES H. VANDER WEIDE is Research Professor at the Fuqua School of Business at Duke University in Durham {(NC
27706). WILLARD T. CARLETON is Karl Eller Professor of Finance at the University of Arizona in Tucson (AZ 85721).
Financial support for this project was provided by BellSouth and Pacific Telesis. The authors wish to thank Paul Blalock
at BellSouth, Mohan Gyani at Pacific Telesis, Bill Keck at Southern Bell, and John Carlson, their programmer, for help

with this project.



rate of return, k, in Equation (3) depends on the
values of the risk variables B, Cov, Rsq, and Sa, where
B is the firm's Value Line beta; Cov is the firm's pretax
interest coverage ratio; Rsq is a measure of the stability
of the firm’s five-year historical EPS; and Sa is the
standard deviation of the consensus analysts’ five-
year EPS growth forecast for the firm. Finally, as the
linear form of the P/E equation is only an approxi-
mation to the true P/E equation, and B, Cov, Rsq, and
Sa are only proxies for k, we will add an errar term,
g, that represents the degree of approximation to the
true relationship.

With these assumptons, the final form of our
P/E equation is as follows:

P/E = a([VE) + a,g + a,B +
a;Cov -+ a,Rsq + aba + e. (4)

The purpose of our study is to use more recent
data to determine which of the popular approaches
for estimating future growth in the Discounted Cash
Flow model is embodied in the market price of the
firm’s shares.

We estimated Equation (4) to determine which
estimate of future growth, g, when combined with
the payout ratio, D/E, and risk variables B, Cov, Rsq,
and 5a, provides the best predictor of the firm’s P/E
ratio. To paraphrase Cragg and Malkiel, we would
expect that growth estimates found in the best-fitting
equation more closely approximate the expectation
used by investors than those found in poorer-fitting
equations.

DESCRIPTION OF DATA

Our data sets include both historically based
measures of future growth and the consensus ana-
lysts’ forecasts of five-year earnings growth supplied
by the Institutional Brokers Estimate System of
Lynch, Jones & Ryan (IBES). The data also include
the firm’s dividend payout ratio and varicus measures
of the firm’s risk. We include the latter items in the
regression, along with earnings growth, to account
for other variables that may affect the firm’s stock
price,

The data include:

Earnings Per Share. Because our goal is to determine
which earnings variable is embodied in the firm’s mar-
ket price, we need to define this variable with care.
Financial analysts who study a firm’s financial results
in detail generally prefer to “normalize” the firm’s
reported earnings for the effect of extraordinary
ttems, such as write-offs of discontinued operations,
or mergers and acquisitions. They alsoattempt, to the
extent possible, to state earnings for different firms
using a common set of accounting conventions.

We have defined “earnings” as the consensus
analyst estimate (as reported by IBES) of the firm's
earnings for the forthcoming year.' This definition
approximates the normalized earnings that investors
most likely have in mind when they make stock pur-
chase and sell decisions. It implicitly incorporates the
analysts” adjustments for differences in accounting
treatment among firms and the effects of the business
cycle on each firm's results of operations. Although
we thought at first that this earnings estimate might
be highly correlated with the analysts’ five-year earn-
ings growth forecasts, that was not the case. Thus,
we avoided a potential spurious correlation problem.
Price/Earnings Ratio. Corresponding to our definition
of “earnings,” the price/earnings ratio (F/E) is calcu-
lated as the closing stock price for the year divided
by the consensus analyst earnings forecast for the
forthcoming, fiscal year.

Dividends. Dividends per share represent the com-
mon dividends declared per share during the calendar
year, after adjustment for all stock splits and stock
dividends). The firm’s dividend payout ratio is then
defined as commeoen dividends per share divided by
the consensus analyst estimate of the earnings per
share for the forthcoming calendar year (D/E). Al-
though this definition has the deficiency that it is
obviously biased downward — it divides this year's
dividend by next year's earnings — it has the advan-
tage that it implicitly uses a “normalized” figure for
earnings. We believe that this advantage outweighs
the deficiency, especially when one considers the
flaws of the apparent alternatives. Furthermore, we
have verified that the results are insensitive to reason-
able alternative definitions {see footnote 1).

Growth. In comparing historically based and consen-
sus analysts’ forecasts, we calculated forty-one dif-
ferent historical growth measures. These included the
following: 1) the past growth rate in EPS as deter-
mined by a log-linear least squares regression for the
latest year,® two years, three years, ..., and ten
years; 2) the past growth rate in DPS for the latest
year, two years, three years, . . ., and ten years; 3)
the past growth rate in book value per share (com-
puted as the ratio of commeon equity to the gutstand-
ing common equity shares) for the latest year, two
years, three years, ..., and ten years; 4) the past
growth rate in cash flow per share (computed as the
ratio of pretax income, depreciation, and deferred
taxes to the outstanding common equity shares) for
the latest year, two years, three years, . . ., and ten
years; and 5} plowback growth {computed as the
firm's retention ratio for the current year times the
firm’s latest annual return on common equity).

We also used the five-year forecast of earnings .

response No. MCC-106

Aftachment A
Page 2 of 5
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Attachment A
Page 3 of 5

03]
=]

86t LINIUAS

per share growth compiled by IBES and reported in
mid-January of each year. This number represents the
consensus (i.e., mean) forecast produced by analysts
from the research departments of leading Wall Street
and regional brokerage firms over the preceding three
months. IBES selects the contributing brokers "be-
cause of the superior quality of their research, profes-
sional reputation, and client demand” (IBES Monthly

Summary Book).

Risk Variables. Although many risk factors could po-

tentially affect the firm’s stock price, most of these

factors are highly correlated with one another. As
shown above in Equation (4), we decided to restrict
our attention to four risk measures that have intuitive
appeal and are followed by many financial analysts:

1} B, the firm's beta as published by Value Line; 2)

Cov, the firm's pretax interest coverage ratio (ob-

tained from Standard & Poor's Compustat); 3) Rsq,

the stability of the firm's five-year historical EPS (mea-
sured by the R? from a log-linear least squares regres-
sion); and 4) Sa, the standard deviation of the
consensus analysts’ five-year EPS growth forecast

{mean forecast) as computed by IBES.

After careful analysis of the data used in our
study, we felt that we could obtain more meaningful
results by imposing six restrictions on the companies
included in our study:

1. Because of the need to calculate ten-year historical
growth rates, and because we studied three dif-
ferent time periods, 1981, 1982, and 1983, our
study requires data for the thirteen-year period
1971-1983, We included only companies with at
least a thirteen-year operating history in our study.

2. As our historical growth rate calculations were
based on log-linear regressions, and the logarithm
of a negative number is not defined, we excluded
all companies that experienced negative EPS dur-
ing any of the years 1971-1983.

3. For similar reasons, we also eliminated companies
that did not pay a dividend during any vne of the
years 1971-1983.

4. To insure comparability of time periods covered
by each consensus earnings figure in the P/E ratios,
we eliminated all companies that did not have a
December 31 fiscal year-end.

5. To eliminate distortions caused by highly unusual
events that distort current earnings but not ex-
pected future earnings, and thus the firm’s price/
earnings ratio, we eliminated any firm with a price/
earnings ratio greater than 50.

6. As the evaluation of analysts’ forecasts is a major
part of this study, we eliminated all firms that IBES
did not follow,

Our final sample consisted of approximately

sixty-five utility firms.?
RESULTS

To keep the number of calculations in our study
to a reasonable level, we performed the study in two
stages. In Stage 1, all forty-one historically oriented
approaches for estimating future growth were cor-
related with each firm’s P/E ratio. In Stage 2, the his-
torical growth rate with the highest correlation to the
P/E ratioc was compared to the consensus analyst
growth rate in the multiple regression model de-
scribed by Equation (4) above. We performed our
regressions for each of three recent time periods, be-
cause we felt the results of our study might vary over
time.

First-Stage Correlation Study

Table 1 gives the results of our first-stage cor-
relation study for each group of companies in each of
the years 1981, 1982, and 1983, The values in this table
measure the correlation between the historically ori-
ented growth rates for the various time periods and
the firm’s end-of-year P/E ratio.

The four variables for which historical growth
rates were calculated are shown in the left-hand col-
umn; EP5 indicates historical earnings per share
growth, DPS indicates historical dividend per share
growth, BVPS indicates historical book value per
share growth, and CFPS indicates historical cash flow
per share growth. The term “plowback’ refers to the
product of the firm’s retention ratio in the currennt
year and its return on book equity for tha: year, In
all, we calculated forty-one historically oriented
growth rates for each group of firms in each study
period.

The goal of the first-stage correlation analysis was
to determine which historically oriented growth rate
is most highly correlated with each group’s year-end
P/E ratio, Eight-year growth in CFP5 has the highest
correlation with P/E in 1981 and 1982, and ten-year
growth in CEPS has the highest correlation with year-
end P/E in 1983. In all cases, the plowback estimate
of future growth performed poorly, indicating that —
contrary to generally held views — plowback is not
a factor in investor expectations of future growth.

Second-Stage Regression Study

In the second stage of our regression study,
we ran the regression in Equation (4) using two dif-
ferent maasures of future growth, g: 1) the best his-
torically oriented growth rate (g,) from the first-stage
correlation study, and 2) the consensus analysts’ fore-
cast (g,) of five-year EPS growth. The regression re-
sults, which are shown in Table 2, support at least
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Correlation Coefficients of All Historicaily Based Growth Estimates by Group and by Year with P/E

Historical Growth Rate Period in Years
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Current
Year 1 2 3 4 5 1 7 8 9 10
1981 _ :
EPS -Q.02 0.07 0.03 0.01 0.03 0.12 0.08 0.09 0.09 0.09
DPS (.05 0.18 0.14 0.15 0.14 0.15 (.19 0.23 0.23 0.23 |
BVPS 0.01 011 0.13 0.13 0.16 0.18 0.15 0.15 0.15 0.15
CFPS -0.0% 0.04 0.13 0,22 0.28 0.31 0.30 0.31 -0.57 -0.54
Plowback 019
1982
EPS -0.10 —.13 ~0.06 ~-0.02 —-0.02 -0.01 ~0.03 -0.03 0.00 0.00
DPS -0.1% -0.10 0.03 0.05 0.07 0.08 0.09 0.11 0.13 0.13
BVIES 0.07 0.08 0.11 0.11 0.09 (.10 0.11 .11 0.09 0.09
CFPS -0.02 -0.08 0.00 010 0.16 0.19 0.23 0.25 0,24 0.07
Plowback 0.04 :
1983
EPS —0.06 —(1.25 -0.25 -0.24 -0.16 -0.11 -0.05 0.00 0.02 0.02
DPs 0.03 -0.10 ~0.03 0.08 0.15 n.21 0.21 0.2 0.22 0.24
BVPS 0.03 0,10 0.04 0.09 0,15 0.18 0.19 0.21 0.22 .21
CFPS -0.08 0.01 0.02 0.08 0.20 0.29 0,35 0.38 0.40° 0.42
Plowback -0.08

two general conclusions regarding the pricing of eq-
uity securities.

First, we found overwhelming evidence that
the consensus analysts’ forecast of future growth is
superior to historically oriented growth measures in
predicting the firm’s stock price. In every case, the R
in the regression containing the consensus analysts’
forecast is higher than the R? in the regression con-
taining the historical growth measure. The regression

coefficients in the equation containing the consensus
analysts’ forecast also are considerably more signifi-
cant than they are in the alternative regression. These
results are consistent with those found by Cragg and
Malkiel for data covering the period 1961-1968, Qur
results also are consistent with the hypothesis that
investors use analysts’ forecasts, rather than histori-
cally oriented growth calculations, in making stock
buy-and-sell decisions.

TABLE 2
Regression Results
Model [

Part A: Historical

P/E = ag + a,[/E + a;g, + 2,8 + aCov + a;Rsq + aSa

Year ER a, a; a5 ER EN iy R? F Ratio

1981 —6.42* 10.31*% 7.67% 3.24 0.534* 1.42* 57.43 0.83 46.49
(5.50 {14.79) {2.20% {2.86) (2.50) (2.85} (4.07)

1982 —2.90* 9.32* 8.49* 2.85 0.45% —0.42 3.63 0.86 65.53
(2.75) (18.52) {4.18) {2.83) {2.60) {0.05) {0.26)

1983 —-5.96* 10.20° 19.78* 4.85 0.44* 0.33 32.49 0.82 45.26
(3.70) (12.20) {4.83) {2.95) (1.8% (0.50} (1.29)

Part B: Analysis

P/E = a, + a,D/E + a,g, + a;B + a,Cov + asRsq + a;5a

Year ap 8 a i EN a5 g R? F Ratio

1981 ~ 4,97 10.62* 54.85* ~0.61 0.33* 0.63* 4.34 0.91 103.10
(6.23) (21.57) (8.596) {D.68) (2.28) {1.74) (0.37)

1982 —2.16* G.47* 50.71* - 1.07 0.36* —0.31 116.05* .90 97.62
(2.59) {22.46} (9.31) {1.14) {2.53) (1.09 {1.60)

1983 —B.47* 11.96* 79.05* 2.16 D.56* 0.20 —34.43 0.87 69.81
(7.07) {16.48) {7.84) (1.55} (3.08) (6.38) (1.44)

Nates:

* Coefficient is significant at the 3% level (using a one-tailed test) and has the correct sign. T-statistic in parentheses,
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Second, there is some evidence that investors TABLE 3
tend to view' risk in traditional terms. The intergst Regression Results
coverage variable is statistically significant in all but Model 11
one of our §alr)111p¥e5, ar}d 'the stability of the operating . A: Historical
incom . - o

ome variable is statist.lcally significant in six of the - _ 2 + D + agg,
twelve samples we studied. On the other hand, the Year 5 X 5 R F Ratio
beta is never statistically significant, and the standard - - :
deviation of the analysts’ five-year growth forecasts 1981 - 1.0 9.59 21.20 0.73 82.95
is statistically significant in only two of our twelve (Ll (1213 (7.03)
; ' . . 1982 0.54 8.92 12.18 0.83 167.97

samples, This evidence is far from conclusive, how- {1.38) (17.73) (6.95)
ever, because, as we demonstrate later, a significant 1983 .75 B.92 12.18 0.77 107.82
degree of cross-correlation among our four risk var- (113 (02.38) (7.94)
iables makes any general inference about risk ex-  p,, . Analysis
tremely hazardous. PIE + ay + aD/E + 2,
Possible Misspecification of Risk Year A 4 & R F Ratio

The stock valuation theory says nothing about 1981 3.96 10.07 60.53 0.90 274.16
which risk variables are most important te investors. 1982 _(f'g;) (g'f;} (ig'g? ag';g) 246,36
Therefore, we need to consider the possibility that the '(4:90) (4-.00) (21:35) (11205) '
risk variables of our study are only proxies for the 1983 —-4.97 10.95 g2.02 0.83 168.28
“true” risk variables used by investors. The inclusion (6.93) (693) 3599 (1.0

Notes:

of proxy variables may increase the variance of the
parameters of most concern, which in this case are
the coefficients of the growth variables.*

To allow for the possibility that the use of risk
proxies has caused us to draw incorrect conclusions
concerning the relative importance of analysts’
growth forecasts and historical growth extrapolations,
we have also estimated Equation (4) with the risk
variables excluded. The results of these regressions
are shown in Table 3.

Again, there is overwhelming evidence that the
consensus analysts’ growth forecast is superior to the
historically oriented growth measures in predicting
the firm’s stock price. The R? and t-statistics are higher
in every case.

CONCLUSION

The relationship between growth expectations
and share prices is important in several major areas
of finance. The data base of analysts’ growth forecasts
collected by Lynch, Jones & Ryan provides a unique
opportunity to test the hypothesis that investors rely
more heavily on analysts’ growth forecasts than on
historical growth extrapolations in making security
buy-and-sell decisions. With the help of this data
base, pur studies affirm the superiority of analysts’
forecasts over simple historical growth extrapolations
in the stock price formation process. Indirectly, this
finding lends support to the use of valuation models
whose input includes expected growth rates,

We also tried several other definitions of “earnings,” in-
cluding the firm's most recent primary earnings per share
prior to any extraordinary items or discontinued operations.
As our results were insensitive to reasonable alternative

r

Fs

* Coefficient is significant at the 5% level {using a one-tailed test)
ardl has the carrect sign. T-statistic in parentheses.

definitions af “earnings "’ we report only the results for the
IBES consensus,

For the latest year, we actually employed a point-to-point
growth calculation because there were only two available
observations.

We use the word “‘approximately,” because the set of avail-
able firms varied each year. In any case, the number varied
only from zero to three firms on either side of the figures
cited here,

See Maddala (1977).
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Estimating Shareholder Risk Premia
Using Analysts’ Growth Forecasts

Robert S. Harris and Felicia C. Marston

Robert S, Harris is the C. Stewart Sheppard Professor of Business at the Darden Graduate School of
Business at the University of Virginia, Charlottesville, Virginia. Felicia C. Marston is an Assistant Professor
of Commerce af the Mcintive School of Commerce, University of Virginia, Chartottesville, Yirginia.

& One of the most widely used concepts in finance is that
shareholders require a risk premium over bond yields to
bear the additional risks of equity investments. While
models such as the two-parameter capital asser pricing
model {CAPM) or arbitrage pricing theory offer explicit
methods for varying risk premia across securitics, the
models are tnvariably Jinked to some underlying market
{or factor-specific) risk premium. Unfortunately, the theo-
retical models provide limited practical advice on eslab-
lishing empirical estimates of such a benchmark markel
risk premium. As a result, the typical advice to practition-
ers is to estimate the market risk premium based on histor-
ical realizations of share and bond returns (see Brealey and
Myers [3]).

In this paper, we present estimates of shareholder re-
guired rates of return and risk premia which are derived

Thanks go 1o Bd Bachmann, Bill Carleton, Pate Crawford, and Steve
Qsbomn for their assistence on eardier resegreh in this erea. We thank. Bell
Atlantiv for supptving datu for this project, Finarcial support from the
Dardes Sponsors and from the Associates Program at the Melntire School
of Commerce is gritefully seknowledzed,

using forward-looking analysts’ growth forecasts. We up-
date, through 1991, earlier work which, due to data avail-
ability. was restricted to the period 1982-1984 (Harris
[12]). Using stronger Lests, we also reexamine the efficacy
of using snch an expectational approach as an alternative
to the vse of historical averages. Using the S&P 500 as a
proxy for the market portfolio, we find an average market
risk premium (1582-1991) of 6.47% above yields on long-
term U.S. government bonds and 5.13% above yields on
corporate bonds. We also find that required retums for
individual stocks vary directly with their risk (as proxied
by beta) and that the market risk premium varies over time.
In particular, the equity market premium over govemment
bond yietds is higher in low interest rate environments and
when there is a larger spread between corporale and gov-
emment bond yields. These findings show that, in addition
to filing the theoretical reguirement of being forward-
looking, the utilization of analysts’ forecasts in estimating
return requirements provides reasonable empirical results
that can be useful in practical applications.

Section [ provides background on the estimation of
equity required returns and a brief discussion of related

Copyright © 2001. All Rights Reserved.

Page 1 of 8
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literature on financisl analysts’ forecasts {FAF). In Section
[1, madcts and data are discussed, Following a comparison
of the resulis 1o historical risk premia, the cstimates are
subjected 1o econemic tests of boll their time-serics and
cross-sectional characteristics in Section 1T, Finally, con-
clusions are oflered in Section TV,

I. Background and Literature Review

In establishing economic criteria for resource alloca-
tion, it is often convenient to use the nation of a
sharcholder's required rate of return, Such a rate (4) is the
minimum level of expecled return necessary to compens-
ate (he investor for bearing risks and receiving dotlars in
the future rather than in the present. In general, & will
depend on retums available on allemative investmens
(e.g.. bonds or other equitics) and the riskiness of the stock.
Ta iselate the effects of risk, it is useful to work in terms
ol u risk premium (rp), defined as

rp=ko- (1

where i = required retumn for a zero risk investment.'

Lacking a superior allernutive, investigators ofien use
averages ol historical realizations to estimate a benchmark
“market” nisk premium which then may be adjusted for the
relative risk of individual stocks (e.g., using the CAPM or
a variann). The historical studies of Ibbotson Associates
[13} haqve been used frequently 1o imptement this ap-
prouch.” This historical approach requires the assumptions
rhat past realizations are a good surrogate For future expec-
tations and, as typically applied, that risk premin are con-
stunt over time. Carleton and Lakonishok (5] demonstrate
empiricully some of the problems with such historical
premia when they are disapgregaled for different time
periods or groups of firms.

As #n altemative to historical estimates, the current
paper derives estimates of £, and hence, implied values of
rp, using publicly available expectational data. This ex-
pectational approach employs the dividend growth modcl
(hereafier referred to as the discounted cash flow or DCF
madel) tn which a consensus measure of financial analyses’
forecasts (FAF) of earnings is used as a proxy for investor
expectations. Earlier works by Mualkiel [17]), Brigham,

"Theoreticaily. i is urisk-(ree rate, though empirically its proxy (.., yield
1o mturily on @ governmient bond) is onty o Vleast risk™ allernative that
is itsell subject 1o risk. 1 this development. the elfecis of tix codes on
vequired retuens ure ignoredd,

Many leading wxtx in financial management use such historical fisk
premia to estimate a marke! retim, Sce. for example. Brealey and Myers
|31, Qften & market risk premivm is adjusted tar the observed relative risk
of i stevk,

Copyright ® 2001, All Rights Reserved,
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Vinson, and Shome 4], and Harris [12] have used FAF in
DCF models, and this appronch has been employed in

©regulatory settings (see Harsis [12]) and suggested by

consuitants as an ahlemative to use of historical dala (e.g.,
Ibbotson Associates [13, pp. 127, 1281}, Unforiunately, the
pubtished sludies use dula extending to 1984 at the lutest.
Ourpaper draws on this earlicr work but extends it through
199] .} Our work is closest to that done by Harris [ 12}, who
reviews literuture showing a strong link between equily
prices und FAF and supporting the use of FAF as a proxy
for investor expeciations. Using data from 1982 10 1984,
Harris” results suggest that this expectational approuch to
estimating equity risk premis is an encouraging alternative
to the use of historical averages. He also demonstrittes that
such risk premia vary both cross-sectionally with the risk-
iness of individual stocks and over time wilh linancial
market condijtions.

ll. Models and Data

A. Mode! for Estimation

The simplest and most commaonly used version of the
DCF model 1o cstimate sharcholders® required rate of
return, &, is shown in Equution (2}:

O AR (2)
Py ™ -

where 1| = dividend per share expected ta be received al
time onc, Py = cumrent price per share {(time ), and ¢ =
cxpected growth rate in dividends per share. The limita-
tions of this mode] are well known, and it is straightfor-
ward o derive expressions for & based on more general
specifications of the DCF model.? The primary difficully
in using the DCF model is obtaining an estimate of g, since
it should reflect market expectations of future perfor-

3ee Haris [12] Tor o discussion of the earlier work and o detailed
discussion of the appreach employed here,

1 Asstated, Equation i2) requires ex pectatdons of cither an infinile horizen
of dividend growth o o raie ¢ or a finite horizon of dividend growth at
rate ¢ and speeial assumptions sbaut the price of the steek at the cnid ol
that horizen. Essentialiy, the assumption must ensure thut the siuck priee
grows at @ compound rate of g over the (ke horizon, One could
aheminively estimate s noneonsiunt growth model, although the progics
for mullistage growth rates are cven more diffieult to obtuin than single
slage growth estimates. Muarston, Haeris, and Crowlord [19] examine
publicly available dis from 1982-1985 and lind this plausible measures
of risk are more clasely related 1 expected returns derived Trom o
constanl growth odel than o those derived Trom multistag: growih
modeis. These findings illositate cmpirical ditficaliies in Tinding empir-
ical proxies for mdtistuge growth models for large samples.
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mance. Without a ready source for measuring such expec-
tations, application of the DCF model is fraught with
difficulties. This paper uses published FAF of long-cun
growth in eamnings as a proxy for g.

B. Data

FAF for this research come from IBES (Institutional
Broker's Estimate System), which is a product of Lynch,
Jones, and Ryan. a major brokerage firm.” Representative
of industry practice, IBES contains estimates of (i EPS for
the upcoming fiscal years (up 1o five separate years), and
(/{) a five-year growth rate in EPS. Each item is availabie
at monthly intervals.

The mean value of individua analysts” forecasts of
[ive-year growth rate in EPS will be used as a proxy for g
in the DCF madel ® The five-year harizon is the longest
horizon aver which such forecasts are available from 1BES
and often is the longest horizon used by analysts. IBES
requests “normalized” five-year growth rates {rom ana-
lysts in order fo remove short-term distortions that might
stem from using an unusually high or low earnings year as
a buse,

Dividend and other firm-specific information come
fromn COMPUSTAT. Interest rates (both government and
corporate) are pathered from Federal Reserve Bulleting
and Moody's Bond Record. Exhibil | describes key vari-
ables used in the study, Data collected cover all dividend
piying stocks in the Standard & Poor's 500 stock (S&FP
500) index, plus approximately 100 additional stacks of
regulated companies. Since five-year growth rates are first
available from IBES beginning in 1982, the analysis cov-
ers the | 13-month period from January 1982 1o May 1991.

lll. Risk Premia and Required Rates
of Return

A. Construction of Risk Premia

For each month, a “market” required rate of return is
calculated using each dividend paying stock in the S&P
500 index for which data ure available, The DCF model in

*Harris [12] provides & discussion ol IBES data and its Himitations. In
more recent years, IBES has begun collecting foreeasts for cach of the
next five years, Since this work was compieted, the FAF used here have
become available from IBES Inc., now a subsidisry of Cit Bunk.
SWhile the model calls Tor expecied growih in dividends, no saurce of
data on such projections is readily availuble. [ addition, in the long run,
dividend growth is sustuinable enly via growth in earnings. As long as
payout ratios are got expecied 1o charige, the two growth rales will be the
sie,

e

T gty

Exhibit 1. Variable Definitions

k= Equity required rate of return.
Py = Average daily price per share,
D) = Expected dividend per share measured as current

indicaied annual dividend from COMPUSTAT
mudtiplied by (1 + g).

g = Average financial analysts’ forecast of five-year
growlh rate in eamnings per share (from IBES).
iy = Yield to maturity on long-term U.8. government

obligations (source: Federal Reserve Bulletin,
constant maturity series).

fo = Yield to maturity on long-term corporate bonds:
Moody's average.

rp = Bquity risk premium caleulated as rp =& - 7.

i = bela, caleulaled from CRSP monthly data over

60 months.

Nores:

“See foatnate 7 for a discussion of the (1 + g) ndjustment.

bThe averape corporate bond yield across hond rating cutegorics as
reporied by Moady’s. Sec Moady's Bond Survey Tor a briel description
and the latest published list of bands included in the bond rating catego-
ries.

Equation (2) is applied to each stock and the results
weighted by market value of equity to produce the market
requiired return.’ The return is converted to a risk premium

The construction of 3, is controvessial since dividends are paid quarterly
and may be expested to chunge during the year; whereas, Equation (2),
as is typical, is betng applied to annual data, Bolk the quanerly payment
of divideads (due to investors’ reinvesiment income before year's end,
see Linke and Zumwalt {15]) und any growth during the yesr require un
upward adjustment of the current annual rate of dividends to construct
D, 1f quarterly dividends grow at u constant rate, both fuctors could e
accommodated straighsforwardly by applying Equation (2} o quasterly
data with & quarterly growth rate and then annualizing the estimared
quarterly reguired retum. Unfortunately, with lompy changes in divi-
dends, the precise nature of the adjustment depends on both an individual
company ‘s pattern of growth during Lhe calendar year and an individual
company s required retuen (and hence reinvestment income in the risk
class).

In this work, D; is calculated as Dy (1 + g). The full g adjustment is a
crude npproximation to adjust for both growth and reinvestment income,
For example, if one expected dividends to have been raised, on average,
5ix monshs ago, u "1/2 g™ adjustment would allow for growth. and the
remuining *'1/2 g™ would be jugtified on the basis of reinvestment income.
Any precise accouating for buth reinvesiment income and grawth would
require tracking ench company's dividend change history and msking
explicit judgments abour the quarter of the next change. Since no organ-
ized "markel"” forecast of such u dettied nature exists, such a procedure
is not possible. To get a feel for the magnitudes involved, during the
sample period the dividend yield (/Py} and growth {market value
weighted) Tor the S&P 300 were 1ypically 4% w 6% and 119 o 13%;,
respectively. As a resuft, o “Tull g™ adjustmem on average incresscs the
required return by 60 1o 70 busis points (relative to no g adjustment),

Copyright © 2001. All Rights Reserved.
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Exhibit 2. Bond Market Yields, Equity Required Return, and Equity Risk Premium,* [982-1991

Bond Mirket Yiclds"

2

Reguired Retumn®

_ Yuwr R .(_l_l.l.j.'S‘go\"t ) Moady's Corporates
1982 1292 . M.‘)iﬂ
tU43 11.34 1278
1954 12.48 13.4y
[985 HLY7 1203
1986 785 471
1987 H.58 .84
198K R.Y96 1018
1989 846 EX]
1990 K6l 9.77
19914 B.21 9.}
Average® 9,84 11.18

Equity Market
_ Equity Risk Premium

L.S, Gov'y Maody s Corporites

___H)‘ind:mf;ﬂ)(] e lJ)_»_(_.l_) (hr-¢2)
2008 16 s
17.89 6.55 RN
17.26 47K 377
16,32 a7 428
15419 724 5.38
14.71 6.13 4.80
15.37 6.41 bl
13.06 .60 340
£5.64 .08 R
15,61 7.40 6.20

16,3t 6.47 513

Notes:

Walues nre avernges of monthly fwares in percen,

"Yialds 10 matarity.

“Reyuired retum on value weighted S&P 500 index using Equation (1),
“igures lor 1991 are through May.

“Months weighted equally.

over government bonds by subtracting iy, the yield to
maturity on long-term government bonds. A risk premium
over corporate bond yieids is also constructed by subiraci-
ing i, the yield on long-term corporate bonds. Exhibit 2
reports the results by year (averages of monthly data).

The resubts are quite consistent with the patierns re-
ported earlier {i.e., Harris [12]). The estimated risk premia
in Exhibit 2 are positive, consistent with eguily vwners
demanding additional rewards over and above returns on
debt securitics. The average expectationa) risk premiom
(1982 to 1991) over government bonds is 6.47%, only
slightly higher than the 6.16% average lor 1982 to 1984
reporied earlier (Harris [121). Furthermore, Exhibit 2
shows the estimated risk premia change over time, sug-
gesting changes in the market's perception of the incre-
mental risk of investing in equity rather than debt secuori-
lies.

For comparisan purposes, Exhibit 3 containg histarical
retums and risk premia. The average expectational risk
premium reported in Exhibit 2 fulls roughly midway be-
tween the arithmetic (7.5%) and geometric (5.7%) long-
term differensials between returns on stocks and long-term
government bonds. Noic, however, that the expectational
risk premia appear to change over time. In the following

sections, we examine the estimated risk premia to see if
they vary cross-sectionally with the risk of individual
stocks and over fime with financial market conditions.

B. Cross-Sectional Tests

Earlier, Harris [12] conducted crude tests of whether
expectational equity risk premia varied with risk proxied
by bond ratings and the dispersion of analysts’ forecasts
and found that required returns increased with higher risk,
Here we examine the link between these premia and bela,
perhaps the most commonly used measure of risk for
equities.” In keeping with traditional work in this area, we
adopt the methodology introduced by Fama and Macbeth
[9] but replace realized returns with expected retums Irom
Equation (2) as the variable (o be explained. For this
portion of our tests, we restrict our sample to 1982-1987

“For ather eflors using expectstional data in the comest of the two-pa-
rameler CAPM, see Friend, Wesierfield. and Granito (10}, Cragy and
Malkiel | 7} Marstan, Crawford, and Harris | 19), Marston and Harris |20,
and Linke, Kannan, Whitford, and Zomwalt (16}, For & more complete
treatment of the subject, sec Marston and Harris {20] from which wee driw
sume of these results, Marston and Harris alsu investigate the role of
unsystemalic risk and the difference in cstimates found when using
expeeted versug realized retarns.

Copyright ® 2001. All Rights Reserved.
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Exhibit 3. Average Historical Returns on Bonds, Stocks,
Bills, and Inflation in the U.S., 1926-1989

Hisiorical Retwrn Realizations Geometric Arithmetic

Commgn stock 10.3% 12.4%
Long-terrn government bonds 4.6% 4.9%
L.ong-term corporate bonds 5.2% 3.5%
Treasury bills 3.6% 3.7%
Inflation raze 3% 3.2%

Source: Ibbotsen Associates, Ine., /990 Stocks, Bonds. Bills und Infla-
tion, 1990 Yearbook.

and in any month include firms that have at least three
forecasts of earnings growth to reduce measurement error
associated with individual forecasts.” This restricted sam-
ple still consists of, on average, 399 firms for cach of the
72 months {or 28,744 company mionths).

For a given company in a given month, beta is estimated
via the market moede! (using ordinary least squares) on the
prior 680 months of return data taken from CRSE Beta
estimates are updated monthly and are calculated against
an equally weighted index of all NYSE securities. Foreach
month, we aggregate firms into 20 portfolios {consisting
of approximately 20 securities each). The advantage of
grouped data is the reduction in potential measurement
errar inherent in independent variables at the company
level. Portfolios are formed based on a ranking of beta
estimated from a prior time period (r = -61 to r = -120).
Portfolio expected returns and beta are calculated as the
simple averages for the individual securities.

Using these data, we estimate the following model for
each of the 72 wmonths:

RI’ =g + & ﬂ,’f + ",ln P= 1...20, (3)

R, = Expected refurn for purtfolio p in the given

month,

B, = Porfolio beta, estimated over 60 prior months,
and

tp, = A random error term with mean zero,

As avesult of estimating regression (3} for euch month,
T2 estimates of cach coefficient (o and o)) are ohtained.

“Firms for which the standard deviation af individual FAF exceeded 20
in any momh were excluded since we suspect some of these involve ereors
in data entey. This screen climinated very fow companies in any month.
The 1982-1987 period was chosen due to the availability of data on betas,

Using realized retums as the dependent variable, the tradi-
tional approach (e.g., Fama and Macbeth {9]) is o assume
that realized returns are a fair game, Given this assumption,
the mean of the 72 values of each coefticient is an unbiased
estimate of the mean over that same time period if one
could have aclually used expectedreturns as the dependent
variable. Note that if expected retums are used as the
dependent variable the fair-game assumption is not re-
quired. Making the additional assumption that the true
value of the cocfficient is constant over the 72 months, a
test of whether the mean coefficient is different from zero
is performed using a r-statistic where the denominator is
the standard error of the 72 values of the coefficient. This
is the technique employed by Fama and Macbeth [9]. If
one assumes the CAPM is cormrect, the coefficient ¢f) 1s an
empirical estimate of the market risk premium, which
should be positive.

To test the sensitivity of the results, we also repeat our
procedures using individual securily returns rather than
portfolios. To account, at teast in part, for differences in
precision of coefficient estimates in different monihs we
also report resulis in which monthly parameter estimates
are weighted inversely by the standard error of the coeffi-
cient estimate rather than being weighted equally (follow-
ing Chan, Hamao, and Lakonisholk [61).

Exhibit 4 shows that there is a significant positive link
between expectational reguired returns and beta. For in-
stance, in Panel A, the mean coefficient of 2.78 on beta is
significantly different from zero at better than the 0.001
level (¢t = 35.31), and each of the 72 monthly coefficients
going into this average is positive (as shown by that 100%
positive figure). Using individual stock returns, the signif-
icant positive link berween beta and expected return re-
mains, though it is smaller in magnitude than for portfo-
lios. l0C0mpz1rison of Panels A and B shows that the results
are not sensitive to the weighting of monthly coefficients.

While the findings in Exhibit 4 suggest a sirong positive
link between beta and risk premia (a resull often not
supported when realized returns are used as a proxy for
expectations; e.g., see Tinic and West [227), the resulls do
nol support the predictions of a simple CAPM. In particu-
far, the intercept is higher than a proxy for the risk-free rate
over the sample period and the coefficient of beta is well
below estimates of a market risk premium oblained from
either expectational (Exhibit 2) or historical data (Exhibit

| g - ' [T .

OThe smaller eoelticients on beta using individual stock portlolio retums
are likely due in part 1a the higher measurement error in measuring
individuat stock versus portfotio hetas.

Copyright @ 2001, All Righis Reserved,
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Exhibit 4. Mean Values of Maonthly Pacameter Estimates for the Relationship Between Required Relumns and Beta tor

Both Partfolios and Individual Securities (Figures in Parenthescs are ¢ Values and Percent Positive b 1OR2- 1087

Punel A, Equal Weighting®

Intercept

B Adjusted R*¥ [

Parttolia returns 14.06 278 0.503 254
(54.02. HIth (35,31, 100y

Security reiurms 1477 1.41 041881 v
(38,30, 100} (16.50, Y9y

o Penct B, Weighied by Swnedard Errors®

Porifolio rerurns 1346 167 0,503 254
(215.6. 100 {3380, 10X))

Security relurs 14,63 .62 0.0084 0.0

{3UR.9. 100

(47.3.90

HEEd - - " . . . - "
Eyually weighted svernge of monthly parmeters estimated using eross-sectional duts for cuch of the 72 months. January 1982 - December 1987,

b it o e et e o . - . - . .
In ohtaining the reporled means, estimates of the monthly inlercept and stope coellicients are weighted mverscly by the standard error of the estimte

from the cross-sectionnl regression for that month,
“Values are averages [or the 72 moenthly regressions,

3).” Naonetheless, the results show that the estimated risk
premia conform to the general theoretical relationship
belween risk and required return that is expected when
investors are risk-uverse.

C. Time Series Tests — Changes in Market Risk
Premia

A potential benefit of using ex anie risk premia is the
estimation of changes in market visk premia over time.
With changes in the economy and financial markets, equity
investments may be perceived to change in risk. For in-
stance, investor sehtiment about tuture business conditions
likely affects attitudes about the riskiness of equity invest-
ments compared Lo invesiments in the bond markets.
Muareover, since bonds are risky investments themselves,
equity risk premia (relative to bonds) could change due to
changes in perceived riskiness of bonds., even if equities
displayed no shilts in risk. For cxample, during the high
interest rate period of the carly 1980s, the high level of
interest rate volaiility made fixed income investmenis
more risky holdings than they were in a world of relatively
stable rates.

HEgimation difficulties confound precise tnerpretation of 1he intereept
as the risk-free pate and the coefTicicnt un hetaus the market risk premium
{see Miller and Scholes 1211, and Black, Tensen., and Scholes [2§5 The
higher than expected intercept and lower 1hin expected slope coefficient
an belaare consistent with the prior studies of Bluck, Jensen, and Scholes
|21, and Fama and MacBetl [9] using hislorical retums. Such resulls arg
consistent with Black's [ 1] zero betis madel, althaugh alternative explu-
nuifons for these findings exist as well {as noted by Black, fensen, and
Schotes |2])

Studying changes in risk premia for usility stocks, Brig-
ham, et &l [4] conclude that, prior to 1980, utilily risk
premia increased with the level of interest rates, but that
this pattern reversed thereafter, resulting in an inverse
correlation between risk premia and interest rales. Study-
ing risk premia for both utilities and the equity markel
gencrally, Harris | 12] also reports that risk premia appear
to change over time. Specilically, he finds that equity risk
premia decreased with the level of governmeni interest
rales, increased with the increases in the spread between
corporate and government bond yields, und increased with
increases in the dispersion of analysts’ forecasts, Marris”
study is, however, restricted to the 36-month period, 1982
ta 1984.

Exhjbit 5 reports results of analyzing the relationship
berween equity risk premia, interest rates. and yicld
spreads between corporate and government bonds. Fol-
lowing Harris [12], these bond yicld spreads are used as a
lime series proxy forequity risk. Asthe perceived riskiness
ol corporalc activity increases, the differcnce between
yields on carporate bonds and gavernment bonds shoutkd
increase. One would expect the sources ol increased risk-
iness to corporate bonds 1o also increase risks to shurehold-
ers. All regressions in Exhibit 5 are corrected for serial
correlation. '

POrdinary least squares regressions showed severe positive iutocomele-
tion in many cuses, with Durbin Watson statistics 1ypically helow nee.
Estimiion used the Prais-Winsten method. Sce Johaston | 14, pp. 321-
335
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Exhibit 5. Changes in Equity Risk Premia Over Time — Entries are Coefficient {r-valug); Dependent Variable is Equity

Risk Premium

Time peringd Intercept in Jo =i R
A. May 1991-1997 0.131 1651 0.53
{1982} (-11.16)
0.1092 -0.363 0.666 0.54
(14.286) {-6.74) (5.48)
B.1982. (984 0.140 -0.637 .47
(8.15) (~5.00)
0.064 -0.203 1.540 0,60
{3.25) (-1.63) (4.84)
C. 1985-1987 0.131 -0.739 0.74
(7.73) (-9.67)
Q0.0 -0.561 0317 077
(12.53) (-7.30) (1.87)
D. 1988- 194} 0.i3h0 -0.793 0.68
(16.23) (-8.29)
0.130 (K738 0.098 0.68
(B.71} {-4.56) (.40}

Noge: All vartables are defined in Exhibit |, Regressions were estimuted using monthly data und were corrected for sertal correlation using the
Prais-Winsten metied. For purposces of this regression, variables are expressed in decimat form, e.g., 1466 = 0,14,

For the entire sample period, Panel A shows that risk
premia are negatively related (o the level of interest rates
—~ as proxied by yields on povernment bonds, fi. This
negative relationship is also true for cach of the subperiods
displayed in Panels B through D. Such a negative relation-
ship may result from increases in the perceived riskiness
of investment in goverument debt at high levels of interest
rates. A direct measure ol uncertainty about investments
in govermment bonds would be necessary 1o test this hy-
pothesis directly.

For the entire 1982 to 1991 period, the addition of the
yield spread risk proxy to the regressions dramatically
lowers the magnitude of the coefficient on government
bond yields, as can be seen by coraparing Equations | and
2 of Panel A. Furthermore, the coefficient of the yield
spread (0.666) is itself significantly positive, This pattern
suggests thal a reduction in the risk differential between
investment in government bonds and in corporate activity
is wranslated into a fower equity market risk premium,
Further examination of Panels B through D, however,
suggests that the yield spread variable is much more im-
portanl in explaining changes in cquity risk prenyia in the
early portion of the 1980s than in the 1988 to 1991 period.

In summary, market equity risk prenmtia change over
time and appear inversely related to the level of govern-
ment interest rates but pasitively related to the bond yield
spread, which proxies for the incremental risk of investing
in equities as opposed to government bonds.

IV. Conclusions

Shareholder required raes of retumn and risk premia are
based on theories about investors’ expectations for the
future. In practice, however, risk premia are ofien esti-
mated using averages of historical returns, This paper
applies an alternate approach to estimaiing risk premia that
employs publicly available expectational data. At least Tor
the decade studied (1982 to 1991}, the resultant average
market equity risk premium over government bonds is
compurible in magnitude to long-lerm differences (1926
Lo 1989) in historical returns between stocks and bonds,
There is strong evidence, however, that market risk premia
change over time and, as 4 resull, use of a constant histor-
ical average risk premium is not likely to mirror changes
in investor return requirements. The results also show that
the expectational risk premia vary cross-sectionally with
the refative risk (beta) of indtvidual stocks.

The approach offers a steaightforward and powerful aid
in establishing requited rates of return either for corporate
investment decisions or in the regulatory arena. Since data
are readily available on a wide range of equities, an inves-
tigator can analyze various proxy groups (e.g., portfolios
of utility stocks) appropriate for a particular decision as
well as unalyze changes in equity return requirements over
me,
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paper, chair a session, or organize a special panel or tutorial. Those wishing to present a paper should include for
copies of the completed paper or detailed abstract, The deadline for receipt of all materials is Septeraber 18, 1992
The EFA will present monetary awards for outstanding research papers in [utures and optioes, investments, corporaie
finance, and financial institutions. There will also be a special competitive paper session for doctoral students.

For participation forms or other information, please contact:

William R. Lane
Vice-President - 1993 EFA Program
Department of Finance
College of Business Administration
Louisiana State University
Baton Rouge, LA 70803
(304) 388-6291
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A study done by Vander Weide and Carleton in 1988 suggests that consensus analysts’ forecast
of future growth is superior to historically oriented growth measures in stock valuation process
for domestic companies. We worked with one of the original authors of the study, Dr. James H.
Vander Weide, and closely followed his suggestions and methodology to investigate whether the
results still hold in more recent times (2001~ 2003).

We used the following equation to determine which estimate of future growth (g) best predicts
the firm’s P/E ratio when combined with the dividend payout ratio, D/E, and risk variables, B,
Cov, Stb, and Sa.

P/ = ao(D/E) +a,2(Growth) +a,B(Beta) +a;Cov(Interest Coverage Ratio) +a,Sth{Stability) +asSa(Std Dev) + e

Data Description
Earnings Per Share:  IBES consensus analyst estimate of the firm’s earnings for the unreported
year.

Price/Earnings Ratio: Closing stack price for the year divided by the consensus analyst earnings
per share for the forthcoming year.

Dividends: Ratio of common dividends per share to the consensus analyst earnings
forecast for the forthcoming fiscal year (D/E).

Historical Growth measures

EPS Growth Rate: Determined by a loglinear least squares regression for the latest year,
two years, three years, ..., and ten years.

Dividend per Share Determined by a lfoglinear least squares regression for the latest year,

Growth Rate: two years, three years, ..., and ten years.

Book Value per Share Common equity divided by the common shares outstanding,.
Growth Rate: Determined by a log-linear least squares regression for the latest year,
two years, three years, ..., and ten years.

Cash Flow per Share  Ratio of gross cash flow to common shares outstanding.

Growth Rate: Determined by a log-linear least squares regression for the latest year,
two years, three years, ..., and ten years.
Plowback Growth: Firm’s retention ratio for the current year times the firm’s latest annual

return on equity.

3yr Plowback Growth: Firm’s three-year average retention ratio times the firm’s three-year
average return on equity.

Consensus Analysts’ Forecasts

Five-Year Eamnings Per Share Growth: Mean analysts’ forecast compiled by 1BES.

"'vander Weide, J. H., and W. T. Carletan. “Investor Growth Expectations: Analysts vs. History.” The Journal of
Portfolio Management, Spring 1988, pp. 78-82.



Risk Variables

B:
Cov:
Stb:
Sa:

We set five restrictions on the companies included in the study in order to be consistent with the

Beta, the firm’s beta versus NYSE from Value Line.

The firm’s pretax interest coverage ratio from Compustat.
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between actual reported EPS and a 5yr historical EPS growth trend line from IBES.

original study and to obtain more meaningful results,

« Excluded all firms that IBES did not fo llow.
« Eliminated companies with:
- Negative EPS during any of the years 1991-2003.

- No dividend during any one of the years 1991-2003,
- P/E ratio greater than 60 in years 2001-2003.

- Less than five years of operating history.

The standard deviation of earnings per share estimate for the fiscal year from IBES.

The final universe consisted of 411 US firms, fifty-nine of which are utility companies.

Attachment B
Page 2 of 5

Five-year historical earnings per share stability. Average absolute percentage difference

Resalts

The study was performed in two stages.

Stage 1

In order to determine which historically oriented growth measure is most highly correlated with
each firm’s end-of-year P/E ratio, we computed spearman (rank) correlations between all forty-
two historically oriented future growth measures and P/E.

The result of the stage | study is displayed in Table 1. Three- year plowback ratio has the highest
correlation with P/E in 2001 and 2002, and five-year EPS growth rate has the highest correlation
with P/E in 2003.

Table 1

Stage1 Results for Utility and Non-Utility Companies Combined
Correlations between Historically Based Growth Estimates by Year with P/E

Current Year yi y2 y3 w4 v5 y6 y7 v ya ali)
EPS 0.232 0.210 0.145 0.122 0.059 0.034 -0.007 -0.078 0117 -0.154
DPS -0.243 -0.297 -0.296 -0.283 -0.313 -0.316 -0.336 -0,334 -0.329 -0.333
2001 BVPS 0.059 -0.017 -0.098 -0.138 -0,150 -0.182 -0.248 -0.259 -0.271 -0.273
CFPS 0.082 0.092 0.087 0.042 -6.063 -0.102 -0.141 -0.193 -0.237 -0.262
plowback 0.203
plowback3 :0,308
EPS -0.007 0.147 0.076 0.080 0.083 0.050 0.030 -0.018 -0.060 -0.08¢9
DFS -0.126 -0.202 -0.251 -0.224 -0.215 -0.239 -0.232 -0.233 -0.2114 -0.198
2002 BVPS -0.0386 -0.036 -0.078 -0.115 -0.114 -0.127 -0.152 -0.182 -0.175 -0.171
CFPS 0.058 0.045 0.017 0.021 0.030 -0.024 -0.050 -0.080 -0.126 -0.162
plowback 0.093
plowback3 0.180
EPS 0.073 0.084 0.214 0.231 0.244 0.228 0.182 0.158 0.104 0.04%
DPS 0.120 0.054 <0.001 -0.078 -0.080 -0.126 -0.152 -0.165 -0.183 -0.185
2003 BVPS 0.087 0.076 0.067 0.038 -0.045 -0.062 -0.063 -0.083 -0.105 013N
CFPS 0.146 0.186 0.243 0,239 0.206 0.178 0.107 .089 0.039 -0.022
plowback -0.017
plowback3 0.038




We also independently examined utility and non-utility firms. Table 2 shows the result for the
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fifty-nine wtility firms. Two-year growth in EPS has the highest correlation with P/E in 2001,

four-year EPS has the highest correlation in 2002, and six- year EPS has the highest correlation in

2003,

Table 3 exhibits the result for the remaining non-utility firms. EPS one-year growth, two-year

growth, and five-year growth has the highest correlation with P/E in 2001, 2002, and 2003,

respectively,

Stage1 Results for Utility Companies

Table 2

Correlalions between Historically Based Growth Esiimates by Year with P/E

Current Year &l y2 v3 VL] y5 y6 \rd y8 i) yio
EPS 0.305 - 570,330, 0.308 0.318 0.238 0.157 0.129 0,107 0,079 0,048
DPS -0.213  -0.321 -0.302 -0.204 0316  -0.281 -0.332 -0.414 -0.435 -0,428
a001 BYPS 0.184 0.137 9.147 -0.027  -0.072  -0.135 -0.117 -0.404 -0.108 -0.140
CFPS 0.194 0.135 0.020 -0.018  -0122  -DAST -0.135 -0.134 -0,103 0,219
plowback -0.143
plowbackd -0.027
EPS -0.065 0.044 0.069 A48 0.071 0.004 -0.038 -0.069 -0.061 -0.070
OPS -0,333  -0.327 -0.278 -0.313 0,280 -0.321 -0.277 -0.226 -0.203 -0.210
20g2 BVPS -0.325  -D.23% -0,182 DA77 0230 -0.237 -0.250 -0.247 -0.235 -0.235
CFPS -0.205  -D.132 -0.172 .0.186  -D.216 D288 -0.285 -0.265 -0.227 -0.218
plowback -0.151
plowback3 -0.133
EPS 0.040 0.136 0.1886 0,263 D365 0,367 0.344 0.343 0,309 0,302
DPS 0,151 -0.028 -0.014 -0,022 0054  -0117 -0.442 -0.137 -0,105 -0.082
2003 BVPS 0.242 0.0860 0,047 0,018 0.003 0,040 0.022 0.005 0,003 -0.002
CFPS 0222 0048 6173 0,115 0,165 0,100 0.m7 0.077 0,057 0.077
plowback -0.365
plowback3 -0.403
Table 3
Stage1 Results for Non-Utility Companies
Correlations between Historically Based Growth Estimates by Year with P/E
Cuyrrent Year y2 ¥y3 v y5 v& y7 1] ve y10
EPS ; 01860 01293 0.1218 0.0873 0.0829 0.0818 00106 -0.0184 -0.0412
npPs -0.2036  -0.2211  -D.2042  -0.1935 -0.2098 -0.2066 -0.2186 -0.2155 -0.20468 -0.1875
2007 BYPS 00757 0.0084 -0.0791 -0.0887 -0.0918 -0.1146 -0.1388 -0.1783 -0.1886  -0.1B23
CFPS 00854 00710 00956  0.6704 -0.0033 -0.0162 -0.0386 -0.0747 -0.1186 -0.1325
plowback 0.0781
plowhack3 01781
EPS 0.0762 04767 00755  0.0817 0.0036 00757 00708 0.0316 -0.0011 -0.0254
DPS -0.0B04  -0.1693 02103  -0.4672 -0.4519 -0.1720 -0.1645 -0.1636 -0.1394  -0.1226
2002 8VPS 0.0527 00236 -0.0363 -0.0777 -0.0710 -0.0753 -0.0953 -0.101% -0.1118  -D.1061
GFPS 00905 00488 00143 00237 00563 00246 00097 -0.0079 -0.0458  -D.0821
plowback 0.0634
plowbackd 0.1306
EPS 0.$254 01783  0.2788  0.2680...0.2791 02622  0.2249 02039  0.1559  0.108C
DPS 0.1830 01280 00855 -0.0128 -0.0101 -0.0400 -0.0830 -0D.0772 -0.0830  -0.0952
20g3 BVPS 0.1655 0.1740  0.1534  0.1086  0.012Z7 -0.0060  -0.0084 -0.027@ -0.0436  -C.0636
CFPS 0.1479 02200 0.2512 02429 02004 0.183% 01349 01286 0.0892  0.0388
plowback 0.1109
plowback3 -0.0402
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Stage 2
We compared the multiple regression model of historical growth rate with the highest correlation
to the P/E ratio from stage 1 to the five-year earnings per share growth forecast.

P/E=ay(D/E)+ajg + a3B + a3Cov + a4Sth + asSa + e

The regression results are displayed in table 4. The results show that the consensus analysts’
forecast of future growth better approximates the firm’s P/E ratio, which is consistent with the
results found by Vander Weide and Carleton In both regressions, R* in the regression with the
consensus analysts’ forecast is higher than the R in the regression with the historical growth.

Table 4

Stage2 Results for Utility and Non-Utility Companies Combined

Multiple Regression Results
P/E=a0+al D/E+a2g +a3d B+a4Cov +a55th +a6 Sa

Historical
a0 ai az a3 a4 ad at Rsq F Ratio
2001 10.43 8.46 10.79 6.79 0.02 -0.03 -18.83 0.20 13.90
4.73 553 2.93 2,54 2,05 -3.06 332
2002 12.36 7.60 6.66 1.01 0.00 0.01 -32.48 0.15 0.46
7.21 618 2.61 0.66 1.7 1.48 -4.04
2003 13.34 5.96 0.87 527 0.01 -0.01 -20.46 0.24 17.61
7.29 4.04 2.85 3.39 3.62 -1.31 -4.25

Analysts' Forecasts

al ai az ad a4 a5 ag Rsq F Ratio
2001 -1.26 16.14 144.75 -0.64 0.01 -0.03 -10.76 0.47 48.00
-0.62 11.63 13.22 0.3 107 -4.04 229
2002 3.37 13.37 106.07 -3.60 0.co 0.01 -21.85 0.35 29.73
1,93 10,57 10.59 -2.57 1.25 1.50 -3.08
2003 477 12.76 61.83 4.38 0.01 0.00 -18.41 0.33 26.38
266 948 7.25 3.01 2.45 -0.81 433

*T-stats below the coefiicients in smaller font

For utility companies shown in table 5, consensus analysts’ forecast of future growth is superior
to historically oriented growth in 2002 and 2003. R is lower in the regression with the consensus
analysts’ forecast in 2001, For non-utility companies, we found that consensus analysts’ forecast
of future growth is superior to the alternative in all three years (table 6).
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Stage? Results for Utility Companies
Multiple Regression Results
PEE=al+at D/E+a2g +a3B+a4Cov +ab Sth+ a6 Sa
Historical
al al a2 a3 a4 as ab Rsg F Ratio
2001 7.90 11.07 -11.19 -3.00 0.29 0.00 -9.37 0.44 6.38
2,18 480 -6.71 -0.86 0.88 084 -1.5%
20021 1387 7.00 -3.80 -6.89 0.56 0.00 -20.89 0.38 51
4.02 354 -0.66 -2 1.48 042 -2.70
2003 11,29 7.74 -1.65 -1.40 0.32 0.00 -5.69 0.25 2.68
3,22 330 0,23 043 1.05 -0.73 0.75
Analysts' Forecasts
ao al a2 a3 a4 ab a6 Rsg F_Ratio
2001 9.61 9.20 66.51 -7.92 0.50 -0.01 -12.83 0.27 2.95
2.31 345 3.66 -1.86 1.3% -1.33 -1.76
2002 12.43 7.86 50.74 -8.61 0.50 0.00 -24.94 0.48 7.56
3.89 528 310 -2.84 1.80 a17 -2.41
2003 5.81 11.08 101.12 -1.69 -0.19 0.00 -4.75 0.50 7.81
1.89 £.32 4,80 .58 074 -0.22 074
*T-stats below the coefiicients in smaller font
Table 6
Stage2 Results for Non-Utility Companies
Multiple Regression Resulis
PIE=al+al DIE+a2g +a3B+a4Cov + a5 Sth +ab Sa
Historical
al at a2 a3 ad a5 aé Rsq F Ratio
2001 15.80 8.39 2.82 3.53 0.02 -0.03 -21.05 0.21 12.45
6.57 413 1,96 168 207 -2.14 -3.40
2002 17.76 8.48 6.02 -3.06 0.00 0.02 -36.97 0.27 16.78
§.39 518 3.26 -1.08 1.37 252 -4.31
20031 14.24 9.86 8.85 3.46 0.01 0.00 -19.00 G.30 19.89
7.49 508 2.49 2.11 3.23 -0,15 a.73
Analysts' Forecasts
ad at a2 a3 ad as aé Rsa F_Ratio
2001 -0.51 17.28 140.84 -1.06 0.01 -0.03 -8.63 0.44 38.00
-D.22 11.21 10.73 -0.59 2.88 +2.62 -1.63
20021 5.05 15.67 91.22 -4.06 0.00 0.02 -22 .93 0.38 27.65
2.48 11,23 7.88 -2.74 118 233 -2.87
2003 7.25 14.47 45,60 3.47 0.01 0.00 -19,09 0.33 22.30
3.60 g4z 4.68 2.20 2.36 -0.12 ~3.89

*T-stats below the coefficients in smaller font

This material is for your private information. The views expressed are the views of Anita Xu and Ami Teruya only
through the period ended July 26, 2004 and are subject to change based on market and other conditions. The
epinions expressed may differ from those with different investment philosophies. The information we provide does
nol conslitute investment advice and it should not be relied on as such. [t should not be considered a solicitation to
buy or an offer 1o sell a security. It does not take into account any investor's particular investment objeclives,
strategies, tax status or investment horizon, We encourage you to consult your tax or financial advisor. All material
has been obtained from sources believed to be reliable, but its accuracy is not guaranteed. There is no representation

nor warranty as to the current accuracy of, nor liability for, decisions based on such information, Past performance is
no puarantee of future results.
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New Regulatory Finance

The average growth rate estimate from all the analysts that follow the company
measures the consensus expectation of the investment community for that
company. In most cases, it is necessary to use earnings forecasts rather than
dividend forecasts due to the extreme scarcity of dividend forecasts compared
to the widespread availability of earnings forecasts. Given the paucity and
variability of dividend forecasts, using the latter would produce unreliable
DCEF results. In any event, the use of the DCF model prospectively assumes
constant growth in both earnings and dividends. Moreover, as discussed below,
there is an abundance of empirical research that shows the validity and superior-
ity of earnings forecasts relative to historical estimates when estimating the
cost of capital.

The uniformity of growth projections is a test of whether they are typical of
the market as a whole. X, for example, 10 out of 15 analysts forecast growth
in the 7%--9% range, the probability is high that their analysis reflects a
degree of consensus in the market as a whole. As a side note, the lack of
uniformity in growth projections is a reasonable indicator of higher risk.
Chapter 3 alluded to divergence of opinion amongst analysts as a valid risk indi-
cator,

Because of the dominance of institetional invesiors and their influence on
individual investors, analysts’ forecasts of long-run growth rates provide a
sound basis for estimating required returns. Financial analysts exert a strong
influence on the expectations of many investors who do not possess the
resources to make their own forecasts, that is, they are a canse of g, The
accuracy of these forecasts in the sense of whether they turn out to be correct
is not at issue here, as long as they reflect widely held expectations. As long
as the forecasts are typical and/or influential in that they are consistent with
current stock price levels, they are relevant. The use of analysts’ forecasts in
the DCF model is sometimes denounced on the grounds that it is difficult to
forecast earnings and dividends for only one year, let alone for longer time
periods. This objection is unfounded, however, because it is present investor
expectations that are being priced; it is the consensus forecast that is embedded
in price and therefore in required return, and not the future as it will turn out
to be.

Empirical Literature on Earnings Forecasts

Published studies in the academic literature demonstrate that growth forecasts
made by security analysts represent an appropriate source of DCF growth
rates, are reasonable indicators of investor expectations and are more accurate
than forecasts based on historical growth. These studies show that investors
rely on analysts’ forecasts to a greater extent than on historic data only.

Academic research confirms the superiority of analysts’ earnings forecasts
over univariate time-series forecasts that rely on history, This latter category

Page 1 of 2
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Chapter 9: Discounted Cash Flow Application Al

includes many ad hoc forecasts from statistical models, ranging from the
naive methods of simple averages, moving averages, etc. to the sophisticated
time-series techniques such as the Box-Jenkins modeling techniques. The
literature suggests that analysts’ earnings forecasts incorporate all the public
information available to the analysts and the public at the time the forecasts
are released. This finding implies that analysts have already factored historical it
growth trends into their forecast growth rates, making reliance on historical it
growth rates somewhat redundant and, at worst, potentially double counting |l
growth rates which are irrelevant to future expectations. Furthermore, these il 1
forecasts are stafistically more accurate than forecasts based solely on historical
earnings, dividends, book value equity, and the like.

Summary of Empirical Research

Important papers include Brown and Rozeff (1978), Cragg and Malkiel (1968, i
1982), Harris (1986), Vander Weide and Carleton (1988), Lys and Schn :
(1990), and Easterwood and Nutt (1999).

Value Line analysts, make better forecasts than could be obtained using only
historical data, because analysts have available not only past data but also a
knowledge of such crucial factors as rate case decisions, construction programs,
new products, cost data, and so on. Brown and Rozeff test the accuracy of
analysts’ forecasts versus forecasts based on past data only, and conclude that
their evidence of superior analyses means that analysts’ forecasts should be
used in studies of cost of capital. Their evidence supports the hypothesis that
Value Line analysts consistently make better predictions than historical time-
series models. '

The study by Brown and Rozeff (1978) shows that analysts, as proxied by ; . :
!

Using the IBES consensus earnings forecasts as proxies for investor expecta-
tion, Harris (1986) estimates the cost of equity using expected rather than
historical earnings growth rates. In his review of the literature on financial : :
analysts’ forecasts, Harris concludes that a growing body of knowledge shows T
that analysts’ earnings forecasts are indeed reflected in stock prices. Elton, i
Gruber, and Gultekin (1981) show that stock prices react more to changes in '
analysts’ forecasts of earnings than they do to changes in earnings themselves,
suggesting the usefulness of analysts’ forecasts as surrogates for market expec-
_ tations. In an extensive National Bureau of Economic Research study using
. analysts’ earnings forecasts, Cragg and Malkiel (1982) present detailed empiri-
. cal evidence that the average analyst’s expectation is more similar to expecta-
.- tions being reflected in the marketplace than historical growth rates, and that
it is the best possible source of ™ _  yth rates. The authors show that
historical growth rates do nt. contain any information that is not already
impounded in analysts® growth forecasts. They conclude that the expectations
formed by.Wall Street professionals get quickly and thoroughly impounded
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Abstract: This paper reviews research regarding the role of financial analysts in capital
markets. The paper builds on the perspectives provided by Schipper (1991) and Brown (1993).
We categorize papers published mainly since 1992 and selectively discuss aspects of these
papers that address or suggest key research topics of ongoing interest in seven broad areas:
analysts’ decision processes, the determinants of analyst expertise and distributions of individual
analysts’ forecasts, the informativeness of analysts’ research outputs, analyst and market
efficiency with respect to information, effects of analysts® economic incentives on their research
outputs, effects of the institutional and regulatory environment (including cross-country
comparisons), and the limitations of databases and various research paradigms.
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A Review of Research Related to Financial Analysts’
Forecasts and Stock Recommendations

1. Iatroduction

This paper reviews research related to the role of financial analysts in the allocation of
resources in capital markets.” Two important papers published in the early 1990s provide
perspectives on the literature in this area, one appearing in Accouniing Horizons (Schipper,
1991) and the other appearing in the International Journal of Forecasting (Brown, 1993). Our
paper begins by summarizing the perspectives and directions for future research suggested in
Schipper (1991) and Brown (1993).> We then take a look at the highlights of what we have
learned and new questions that have emerged since 1992. Our goal is to provide an organized
look at the literature, with particular attention to important questions that remain open for further
research. Brown (1993) did not restrict his review of earnings forecasting research to the role of
financial analysts. We focus more narrowly on research related to analysts’® decision processes
and the usefulness of their forecasts and stock recommendations. Kothari (2001} provides an
excellent overall review of capital markets research, and we refer the reader to that paper for a
broader perspective.

Since 1992 no less than 250 papers related to financial analysts have appeared in the nine
major research journals that we used to launch our review of the literature. We also note that
during the six months ending February 21, 2008 alone 154 new working papers with the word

“analysts™ in the abstract have posted to the Social Sciences Research Network, so the task for

! Much of this paper reprints, by permission, Ramnath et al, (2008). Ramnath et al. (2008) provide a detailed
taxonomy listing and categorizing every paper published in 11 research journals since 1992. This paper differs from
Ramnath et al, (2008) in that this paper selectively and critically reviews examples of the research in each of the
seven broad areas of the Ramnath et al, {2008) taxenomy.

? Also see Givoly and Lakonishok (1983) for a review of analysts’ forecasting research prior to 1983.



the next authors of a review article in this area will be even more daunting.

In our review of papers published since 1992, we find much progress in some of the areas
identified by Schipper (1991) and Brown (1993) and less progress in other areas. In particular,
the research has evolved from descriptions of the statistical properties of analysts’ forecasts to
investigations of the incentives and decision processes that give rise to those properties.
However, in spite of this broader focus, much of analysts’ decision processes and the market’s
mechanism of drawing a useful consensus from the combination of individual analysts’ decisions
remain hidden in a black box. Furthermore, we still have much to learn about the relevant
valuation metrics and the mechanism by which analysts and investors translate forecasts into
present equity values. For example, with renewed popularity of the earnings-based valuation
model in the early [1990s, research turned toward an investigation of the model’s role in the
market’s conversion of analysts’ earnings forecasts into current equity values. Given the
unexpected result that this model does a relatively poor job of explaining the variation in market
prices and analysts’ price forecasts and recommendations, researchers have turned their attention
to examining heuristics that might better explain analyst and market decisions about firm value.
We still have much to learn about the heuristics relied upon by analysts and the market and
appropriateness of their use.

The rest of this paper draws attention to these and other issues that have arisen since
1992, The next section provides a summary of the questions identified in Schipper (1991) and
Brown (1993) and the directions for future research suggested by those authors, as well as the
authors of the four papers commenting on Brown (1993). Section 3 reviews papers published
mainly since Schipper (1991) and Brown (1993} and also identifies new research questions that

emerge from our reading of the literature. Section 4 provides concluding comments highlighting

[



the areas we consider most promising for future research.

2. Perspective from Schipper (1991) and Brown (1993)

Schipper’s (1991) commentary makes two major points, First, she suggests that research
regarding analysts’ earnings forecasts tends to focus too narrowly on the statistical properties of
the forecasts, without considering the full decision context and economic incentives that may
affect those properties. She takes the perspective that the analyst’s job is to provide buy-sell-
hold recommendations and provide research reports to suppert those recommendations.

Schipper (1991) describes analysts’ earnings forecasts as one component of their research reports
and a means to an end rather than an end in themselves. She suggests that a more complete
description of analysts’ economic incentives and the role of earnings forecasts in the full decision
context of analysts should lead to richer hypotheses regarding the statistical properties of the
earnings forecasts. The second major point (related to the first) is that research regarding the
statistical properties of analysts’ earnings forecasts focuses on the outputs from rather than the
inputs to the analyst’s decision process. The commentary calls for more research into how
analysts actually use accounting information and their own earnings forecasts in making
decisions,

From Brown’s (1993) review paper, we glean four key points. First, he points out that
models producing the most accurate forecasts of an earnings variable should also produce the
best proxies for the market’s expectations, assuming market efficiency and assuming the
research design correctly models the valuation implications of the earnings variable. Under these
assumptions, in Brown’s words, “predictive ability and association are two sides of the same

coin.” Brown notes mixed results on this issue and calls for future research to sort out whether



the apparently conflicting results stem from research design problems or market inefficiency.
Second, Brown admonishes researchers to carefully consider whether summary files of I/B/E/S
consensus forecasts make sense for their studies. Although the date of the I/B/E/S report and
coding of the forecast horizon indicates a timely consensus, the consensus may contain stale
forecasts not updated since the information event on which the study intends to condition the
forecasts (O’Brien, 1988). Brown suggests that using the I/B/E/S detail files can avoid this
problem, and that forecast timeliness is a crucial attribute for effective proxies for analyst
earnings expectations when evaluating the accuracy or price-relevance of those expectatims.3
Third, Brown (1993) calls for research to better understand the role of analysts’ forecasts in post-
earnings announcement drift. In particular, he calls for research into reasons for variation in the
degree and speed of forecast convergence following earnings announcements and the effect, if
any, of forecast convergence on post-earnings announcement drift. Finally, like Schipper (1991),
Brown calls for research to better understand the decision processes of analysts and the roles of
analysts’ earnings forecasts, macroeconemic and industry factors, and other information in
formulating stock price forecasts and recommendations.

in terms of research methodology, both Brown (1993) and Schipper (1991) indicate that
behavioral research can play a more prominent role in understanding the uses of accounting and
other information to make stock recommendations, within the full context of the analyst’s
decision environment and economic incentives. In Brown’s words, “joint research by capital
markets researchers and behavioralists to examine these issues more thoroughly would

considerably enhance our understanding of the role of analysts in the price formation process.”

* Most of the studies reviewed by Brawn (1993) relied on cither I/B/E/S consensus or Value Line data. With less
frequency, studies also used Merrill Lynch’s Opinion Alert, Standard and Poors Earnings Forecaster and Zack’s
Investment Research, Some used detail files from I/B/E/S and Zacks which, as the paper points out, only became
readily available towards the end of the period reviewed.



[t will be interesting to see the extent to which the role of behavioral research has expanded since
1992,

Four authors commented on Brown (1993), and each provides interesting insights and
suggestions for future research. For example, O’Hanlon (1993) calls for investigations of the
degree to which financial analysts’ earnings forecasts effectively distinguish permanent from
temporary earnings changes. Thomas (1993, p. 327) suggests that the importance of research
into how analysts make earnings predictions depends on the answers to several questions,
including: whether analysts’ forecasts influence the marginal investor; whether they seek to
predict reported earnings or a ‘core’ earnings number that will persist in the future; and whether
their incentives are consistent with producing the most accurate forecasts possible. Brown (P.)
(1993) calls for research into whether some analysts are better forecasters than others, whether
the market’s earnings expectations reflect these differences, and the degree to which consensus
forecasts drawn from analyst tracking services such as I/B/E/S reflect investor expectations.
Zmijewski (1993) focuses an the need for investigations of cross-country variation in properties
of earnings forecasts and their roles in price formation in capital markets.

Based on our reading of Schipper (1991) and Brown (1993) and its related comment
papers, along with an initial look at the research published over the last 12 years, we decided to
organize our review around the following seven broad research areas: (1) What is the nature of
analysts’ decision processes and how do analysts rationalize the forecasts and recommendations
contained in their research reports? (2) What is the nature of analyst expertise and what are the
characteristics of distributions of individual analyst earnings forecasts? (3) How informative are
the outputs from analyst research (including earnings forecasts, target price forecasts, stock

recommendations and conceptual analysis)? (4) Do analysts’ forecasts and recommendations



efficiently impound information about future earnings? Do stock prices efficiently impound the
information in analysts® forecasts and recommendations? (5) How do analyst and management
incentives affect the statistical properties of analysts® forecasts? (6) How does variation in the
regulatory environment (over time and across countries) affect the behavior of analysts® forecasts
and the role of analysts in capital markets? (7) What are some research design and database
issues that threaten the validity of inferences from studies of the behavior of analysts and their
forecasts and recommendations? The next section is divided into seven subsections that
selectively review research papers addressing these questions, with selective focus on papers

published since Brown (1993).

3. Selective review of research related to the role of financial analysts in capital markets
The questions at the end of section 2 above naturally arise from the picture of the
analyst’s reporting environment shown in figure 1. Figure ! puts the analyst’s overall reporting

environment in perspective. The analyst obtains/develops information from various sources
including: earnings and other information from SEC filings, such as proxy statements and
quarterly and annual reports; industry reports and reports describing macro-economic cenditions;
and conference calls and other management communications. From this information the analyst
produces earnings forecasts, target price forecasts and stock recommendations, along with a
conceptual report describing the firm’s prospects. Investors use these outputs from analyst
research to make trading decisions that affect market prices. If the analyst forecasting process
and capital markets are efficient, then market prices and analysts’ forecasts immediately reflect
all of the information described in the figure. Inefficiencies create predictable analyst forecast

errors and stock price changes. The decision processes and analyst research output pictured in



figure | depend on overall governing forces including: regulatory and institutional factors
that vary over time and across countries, and analysts’ economic incentives. Finally, limitations
associated with archival databases and econometric/analytical research technology create
research design issues that constrain our views of the forces that ultimately drive market prices.
We launched our review by listing and categorizing all papers related to analysts and
published since 1992 in the following nine major research journals: The Accounting Review,
Contemporary Accounting Research, International Journal of Forecasting, Journal of
Accounting and Economics, Journal of Accounting Research, Journal of Finance, Journal of
Financial Economics, Review of Accounting Studies, and Review of Financial Studies. However,
we expanded the set of papers as needed, given references to papers outside of the initial
timeframe or published in other journals. We discuss papers as they apply to each of the seven
research areas described at the end of section 2 above. These seven subsections are also shown
in figure 1 and form our outline below. Our goal is not to provide exhaustive reviews of (or even
references to) all of the papers published since 1992, but rather to selectively discuss papers
addressing key issues and to suggest new questions that might become the subject of research

during the foreseeable future.

3.1. Inputs to analysts’ earnings forecasts and stock recommendations
This section reviews research regarding the role of earnings and other information in the
broader context of the decision processes analysts use to produce their research reports and stock

recommendations.

3.1.1 Inputs to research reports



Leamning about the information analysts use and understanding analysts’ decision
processes is no easy matter. Researchers have used surveys to simply ask analysts how they
process information (e.g., Block 1999), protocol analysis to record analysts’ thought processes as
they process information {(e.g., Bouwman, et al. 1995), content analysis of analysts’ research
reports to infer the information analysts’ rely upon to make forecasts and recommendations (e.g..
Rogers and Grant 1997), and laboratory experiments to study how analysts use information (e.g.,
Maines, et al. 1997). As opposed to the research methods mentioned above, archival studies
potentially offer more generalizable results, but are limited in their ability to penetrate the black
box containing analysts’ actual decision processes. The challenge is that analysts have a context-
specific task that is very difficult to model. The rest of this section reviews research from each
of the paradigms mentioned above.

Previts et al. (1994) examine a broad cross-section of 479 sell-side analyst reports (from
Investext) to ascertain the information that analysts apparently use to make decisions. The
content of the reports suggested heavy analyst use of earnings-related information and a strategy
of disaggregating firm-level information into segments beyond the disaggregation level provided
in GAAP-based segment reporting footnotes. The study also finds evidence of substantial
analyst effort to extract non-recurring items and focus on “core” or “adjusted” earnings as a basis
for forecasting future earnings. The study also reports heavy analyst reliance on management
for information, emphasizing the intermediation role of financial analysts. Interestingly, the
authors also observe that analysts prefer following firms with effective strategies for presenting
smooth earnings streams. The paper reports (p. 63) that “analysts most frequently refer to

accounting earnings quality in terms of a company’s ability to manage earnings through the

" The focus on “core™ earnings relates to the substantial literature on ‘pro-forma’ earnings (e.g., Gu and Chen (2004)
and Bradshaw and Sloan (2002)).



establishmient and adjustment of conservative, discretionary reserves, allowances, and off-
balance-sheet assets, which provide analysts a low-risk earnings platform for making stock price
forecasts and buy/sell/hold recommendations...” It would be interesting to investigate whether
analysts continue to endorse such views in the wake of Regulation Fair Disclosure (Reg. FD) and
the Sarbanes-Oxley Act of 2002. Reg. FD changed the fandscape for management
correspondence with analysts so as to make information uniformly available to all analysts. We
discuss the impact of Reg. FD and related research more fully in section 3.6.1. The Sarbanes-
Oxley Act of 2002 called for expanded disclosure by firms and imposed senior executive
responsibility for corporate disclosures. The Act also defines a code of conduct for analysts.
Collectively, the various provisions of Reg. FIJ and the Sarbanes-Oxley Act likely decreased
firms’ ability to manage earnings and increased incentives and rewards for analysts to forecast
unmanaged earnings without the help of private communications from management.

Rogers and Grant (1997) extend Previts et al. by using “context-specific” content analysis
o examine 187 sell-side analyst reports issued between July 1993 and June 1994 (obtained from
the One Source database). They report that only about one-half of the information in the
analysts’ research reports could be found in the corresponding corporate annual reports,
consistent with analysts also using other, external, information . Further, even within the annual
report about one-half of the information seems to have been obtained from the narrative sections
(e.g., MD&A and president’s letter) rather than the basic financial statements. Thus, examining
analyst reports based solely on quantitative information may not capture the complex nature of
the analyst’s task.

Using protocol analysis, Bouwman et al. (1995) confirm the aforementioned findings

from content analysis of research reports that analysts rely on a variety of sources in their



analysis.” They further find that, in making investment decisians, the nature of information used
by buy-side analysts varies among the different stages of the decision process. In the
familiarization stage, which involved getting to know the company and its general financial
condition, subjects relied heavily on the GAAP-based materials, especially performance ratios
and the historical summary provided in the 10-K. They relied most heavily on segment
information (with more emphasis on non-GAAP materials) while performing an in-depth
analysis of the company. Finally, while integrating material from the other phases and reaching
a final screening decision, the analysts relied more heavily on non-GAAP general company
information. Analysts also often verbalized a desire for information not included with the
materials, such as more segment information, a 10-year rather than 3-year historical summary,
more forward looking information about management’s plans and one or two research reports by
sell-side (“Street™) analysts.

Maines, et al. (1997) use experimental methods to examine the importance of segment
disclosures to analysts’ decisions. Subjects were presented with a hypothetical firm’s financial
statements, which included results for two segments, one of which included two divisions.® The
study manipulated two factors: congruence/incongruence between the segment definitions for
internal and external reporting purposes; and similarity/dissimilarity between the product lines of
the divisions combined in the segment with two divisions. As long as the analysts were told that
the company’s external reporting conformed to its internal reporting, there was no evidence to

suggest that dissimilarity between divisions combined into a segment diminished analyst

> Bouwman et al. (1995) asked 12 buy-side analysts to “think out loud” as they examined a variety of information ta
determine whether a particular company merited further consideration as an investment opportunity. The analysts
tock an average of 52 minutes at the task and generated an average of 4,000 recorded words, which the researchers
transcribed into nearly 400 papes of text. GAAP-based materials included the company’s most recent 10-K, 10-Q
and proxy statement; and non-GAAP materials included a COMPUSTAT report, an S&P stock report, an industry
level report and current stock price information.

® Their subjects averaged 5.5 years of experience and included 42 buy-side analysts, 8 sell-side analysts and 6
analysts involved in other investment-related jobs.
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confidence in their forecasts and recommendations. The results suggest that analysts suspect
companies of obscuring the definitions of segments in order to hide performance issues, and that
the FASB’s new conformity rules for segment reporting should alleviate these suspicions. The
same experiiment was conducted with 60 MBA students. Unlike the experienced analysts, the
MBA students were unable to discern from information in the MD&A section of the annual
report whether or not the two divisions combined into one segment were similar or dissimilar.
This calls into question the use of student subjects as surrogates for financial analysts and also
suggests the need for research to better understand the development of analyst expertise.

Several experimental studies have evaluated whether classification issues affect expert
analysts’ judgments. For example, in an experiment involving 56 experienced buy-side analysts
who specialize in banking industry stocks, Hirst et al. (2004) evaluate whether classification of
gains and losses on financial assets and liabilities affected analysts’ judgments. The researchers
manipulated two variables: the reporting of gains and losses due to interest rate risk (full-fair-
value versus piecemeal-fair-value); and the banks exposure to interest rate risk (fully hedged
versus exposed). In the full-fair-value condition, fair values of all financial assets and liabilities
were recorded on the balance sheet and all gains and losses were reported on a performance
statement immediately following the income statement. Under piecemeal-fair-value accounting
the same information was available, but deposits and liabilities were not marked to market on the
balance sheet and gains and losses on those instruments were reported in the footnotes. The
results indicate that the analysts were only able to effectively adjust their risk assessments and
valuation judgments for the higher risk of exposed banks when the financial statements of those
banks applied full-fair-value accounting. The study also examined the effect of the analyst’s

warkload and found that analysts following less than 40 (the sample median) stocks in their
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normal work environment performed significantly better in distinguishing the risk characteristics
of exposed versus fully hedged banks. This suggests the need for further research into the eftects
of spreading analysts’ workloads across larger numbers of stocks. It also suggests an important
reason why buy-side analysts have an interest in the reports of sell-side analysts who typically
follow far fewer stocks. Other experimental studies showing similar effects of accounting
method or classification on the judgments of experienced analysts include Hopkins (1996), Hirst
and Hopkins (1998) and Hopkins et al. (2000).

A number of archival studies suggest that complexity affects analyst forecast accuracy
(e.g., Brown et al. 1987; Haw et al. 1994, Lang and Lundholm 1996; Duru and Reeb 2002,
Clement 1999). Perhaps the most direct test of this proposition is in Plumlee (2003), which
examines the effects of six aspects of the Tax Reform Act of 1986 (TRAB86) on errors in Value
Line analysts’ effective tax rate forecasts for 355 firms. The six tax law changes vary in
complexity from a simple decline from 48% to 36% in the corporate statutory tax rate to the
highly complex implementation of an alternative minimum tax. The results indicate a significant
positive relation between the absolute values of errors in forecasting effective tax rates and the
research proxies for the expected effects of the three most complex tax law changes; and an
insignificant relation with the three least complex tax law changes. Plumlee interprets her results
as indicating that higher information complexity reduces analysts’ use of the information, due
either to analysts’ processing limitations or time constraints. Since the research design did not
predict the direction of the forecast errors, an alternative explanation is that analysts obtained and
efficiently processed all possible information regarding the effects of the more complex tax law

changes, but because those effects were highly uncertain, forecast errors were large in absolute



value for firms most affected. Further research is needed to distinguish between these
explanations.

Research also suggests that analysts are more likely to cover firms that provide them with
more (better quality) information required for analysis . Lang and Lundholm (1996) find that the
quality of corporate disclosures (as rated by expert analyst committees) affects analysts’
coverage decisions and the accuracy of their forecasts. In a more detailed study of the disclosure
items that analysts value most, Healy and Hutton (1999) identify 97 firms whose disclosure
quality ratings jumped significantly during the period between 1978 and 1991. They find that
the following factors apparently play an important role in analysts’ evaluations of firms’
disclosures policies: segmental reporting quality, quality and candidness in the management
discussion and analysis (MD&A) section of annual and quarterly reports; publication of
supplemental disclosures outside of required periodic reports; and availability of management to
analysts. Consistent with Healy and Hutton (1999}, Botosan and Harris (2000) find that analyst
following increased with firms’ decisions to include information on segment activity as part of
their quarterly (as opposed to only annual) reports.

In other examples of studies that relate disclosure quality to analysts’ forecasting
decisions, Bowen et al. (2002) and Barron et al. (1999) find that analysts’ forecast accuracy
depends on conference call information and the quality of managers’ MD&A disclosures,
respectively; and Williams (1996) finds that analysts’ reliance on management earnings forecasts
depends on the reliability of the forecast as measured by past management forecast accuracy.
Chandra et al. (1999) find that analysts effectively use industry trade association disclosures to
estimate the persistence of firm-specific sales changes. Ely and Mande (1996) find that analysts’

earnings forecast revisions refiect the corroborative information in dividend and earnings
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announcements, particularly when the earnings information is noisy, Thus, analysts appear to
rely on detailed information in corporate reports, and their incentives to cover firms and report
accurately appear to be related to the quality of corporate disclosures. We expect archival
research to continue identifying associations between information variables and analysts’
forecasting decisions. However, archival association studies cannot determine whether analysts
actually use the specific information variables or whether analysts’ private information
production activities produce signals that are correlated with the public signals. Experimental
research and protocol analysis can play important roles in evaluating the relative importance of
each public information variable, as well as the importance of analysts’ private information

development activities, to analysts’ actual forecasting decision processes.

3.1.2  The role of earnings forecasts and other information for analysis’ recommendations
Bandyopadhyay et al. (1995) examine “the decision-usefulness of analysts’ earnings
forecasts for their price forecasts” (p. 430). They obtain analysts’ price and earnings forecasts
for 128 firms from Research Evaluation Service (RES), and Value Line price and earnings
forecast data for the 46 firms in the group that are also covered by Value Line, RES supplies
forecasts of prices over a 12 month forecast horizon and Value Line supplies price forecasts over
a 3-5 year forecast horizon. Both databases provide current year and next year earnings
forecasts, and Value Line also provides a 3-5 year earnings forecast. The primary results show
that revisions (from June 30 to September 30) in RES forecasts of the next year’s earnings
explains about 30% of the variation in revisions in RES’s 12-month ahead price forecast. In
contrast, revisions in Value Line’s 3-5 year earnings forecast explain about 60% of the variation

in the revisions in Value Line’s 3-5 year price forecasts. Thus, the authors conclude that
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analysts’ earnings forecasts provide important inputs to their price forecasting decisions, and the
relation between the two variables increases with the forecast horizon. While these results
provide insight into analysts’ decision processes, they do not provide information as to the
mechanism used by analysts to convert earnings forecasts into price forecasts.

Block (1999), in a survey of 880 members of the Association for Investment
Management and Research (AIMRY), finds that nearly half of the respondents never used present
value techniques, while only 15% always used present value techniques in security valuation.
Demirakos et al. (2004) use content analysis to examine sell-side analyst research reports (from
Investext) and also find that analysts overwhelmingly refer to simple P/E multiples to support
their stock recommendations. Bradshaw (2002) analyzes research reports of analysts and he too
finds that analysts do not refer to present value techniques as a method they rely on to support
their recommendations.” However, Bradshaw (2004, p. 27) points out that analysts may choose
to communicate with investors in terms of simple heuristics that correlate with more
sophisticated multiperiod present value models underlying analysts” valuation and
recommendation judgments. He finds that a simple heuristic based on analysts’ consensus long-
term growth rate forecasts explains 23% of the variation in analysts’ consensus stock
recommendations (both variables from First Call over the 1994-98 time period). However, this
simple heuristic (i.e., buy stocks with high long-term growth rate forecasts) is negatively
correlated with value-to-price ratios derived from more sophisticated residual income valuation
models, Furthermore, the long-term growth rate forecasts are also negatively correlated with

abnormal returns over the year following the publication of the consensus forecasts and

" Consistent with the view that analysts rely more on multiples to value stocks, as opposed to relying on variants of
DCF valuation models, only 23% of the reporis contain earnings forecasts with horizons beyend the next fiscal year.
Also, consistent with this view, the study finds that only 13% of the analyst reports refer to any variation of a DCF
valuation model in computing price targets.
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recommendations. This evidence is consistent with analysts pushing stocks whose high long-
term growth rate forecasts have already been overpriced by the market. Bradshaw also finds
evidence to suggest that the value-to-price ratios are positively associated with future abnormal
returns but negatively associated with the analysts’ recommendations. All in all, Bradshaw’s
evidence suggests that analysts do not use their own earnings forecasts efficiently in making
recommendations. However, Bradshaw’s sample period corresponded to a time period when the
market was overheating, perhaps due to analysts’ pushing their long-term growth forecasts. It
will be interesting to examine if heuristics used by analysts to generate recommendations change
over time, as well as the effects of these heuristics and recommendations on stock prices in
different time periods.

If analysts’ valuation judgments do not conform to finance theory, what models do
analysts use to convert their forecasts into value judgments? Bradshaw (2002) examines
approximately 100 analysts research reports from Investext, dated (primarily) in 1998 or 1999,
and finds that analysts most frequently justify their recommendations with references to P/E
ratios and long-term growth rate forecasts. Thus, it appears that analysts combine their long-
term growth forecasts with the firm’s P/E ratio to reach a valuation and recommendation
decision. The PEG ratio, a popular Street heuristic, suggests that a firm’s forward P/E ratio
should equal 100 times its long-term growth rate forecast (Lynch 1989, p. 198), Bradshaw
{(2002) uses this heuristic to create pseudo price targets and finds that these pseudo price targets
are highly correlated (r=0.39) with the level of analysts’ buy/hold recommendations and with
analysts’ reported target prices (r=0.50). On the other hand, he finds smaller correlations of
reported target prices with pseudo target prices based on industry P/E multiples (that do not

consider differences across firms in long-term growth rates) and no correlation between these
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P/E multiples-based pseudo target prices and recommendations. He concludes that the PEG ratio
is an important heuristic used by analysts to convert their earnings forecasts into target prices
forecasts and recommendations. Alternatively, analysts may use other valuation techniques, but
simply use the PEG ratio to justify report recommendations and/or use models that are correlated
with the PEG ratio.

While Bradshaw (2004) finds that consensus analyst recommendations based on analysts’
consensus long-term earnings growth rate forecasts do not predict abnormal returns, he does not
examine the association between the relative accuracy of an individual analyst’s earnings
forecasts and the profitability of the analyst’s stock recommendations. Loh and Mian {2006)
address this issue. Specifically, they compare the profitability of stock recommendations of
relatively accurate earnings forecasters to those of poor earnings forecasters in any given firm-
vear. Relying on I/B/E/S earnings forecasts and recommendations related to over 32,000 firm-
years between 1994 and 1999, they find that monthly abnormal returns on hedge portfolios based
on recommendations of analysts in the top (bottom) quintile of earnings forecast accuracy are, on
average, approximately 0.74% (-0.53%). The differences are highly significant, both statistically
and economically. The authors infer that efforts by analysts to produce accurate earnings
forecasts pay off in terms of the profitability of their stock recommendations. Thus, it appears
that analysts use their earnings forecasts to produce stock recommendations, with more accurate
forecasters providing more profitable recommendations. However, the model translating the
earnings forecasts into valuation and recommendation judgments remains an elusive issue for

further research.

3.2. The nature of analyst expertise and distributional characteristics of individual analyst
earnings forecasts
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In this section, we discuss research related to two commonly studied properties of
analysts’ earnings forecasts: forecast accuracy of individual analysts and the dispersion in

forecasts provided by all analysts for a firm.

3.2.1 Forecast Accuracy

Studying earnings forecast accuracy of individual analysts is important for at least two
reasons. First, investors benefit from identifying more accurate forecasts (and forecasters),
Earnings forecasts are an input to analysts’ stock recommendations; more accurate forecasters
may provide more profitable stock recommendations, i.e., better input leads to better output (Loh
and Mian 2006). Second, from a researcher’s perspective identifying more accurate forecasts is
important because in an efficient market, the market’s expectation should reflect the best (most
accurate) information available at any point in time. Studies that use analysts® forecasts as
proxies for the market’s earnings expectation should take into account investors’ ability to
identify and differentially weight earnings forecasts of individual analysts (Maines 1996).

Forecast accuracy is also important to analysts. More accurate forecasters are likely to be
rewarded and less accurate forecasters may be forced to change brokerage houses or leave the
profession. The reward to accurate forecasting may be in the form of recognition (for example,
being selected to the Institutional Investor All American team) and/or career advancement (Hong
and Kubik 2003). Mikhail et al. (1999) examine the relation between forecast accuracy and
analyst tumover and find that analysts who contribute forecasts to the Zacks database are more
likely to change brokerage firms or leave the database altogether when their forecast accuracy is
lower relative to their peers. They find that the profitability of analysts’ stock recommendations

is unrelated to analyst turnover, suggesting that analysts may have more of an incentive to issue
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accurate forecasts than to provide profitable stock recommendations, Forecast accuracy
therefore seems important to both analysts and investors.

Research on analysts’ earnings forecast accuracy has focused on two main attributes: 1)
the nature of the forecast itself, for example, whether the forecast reflects new information or
whether the analyst is merely herding with the consensus; and 2) characteristics of the analyst
including his/her affiliation, for example, the analyst’s prior experience and the brokerage firm

that the analyst represents.

3.2.1.1. Forecast characteristics

Analyst forecasts for a firm differ on a number of dimensions like age (time between the
forecast date and the related earnings announcement) and implied information in the forecast. 1t
is fairly well established in the literature that recent forecasts are more accurate (O’Brien 1988).
Gleason and Lee (2003) find that the price impact of forecasts depend on whether the analyst
brings new information to the market. Analysts’ earnings forecast revisions may bring their
previous forecast closer to the current consensus (generally referred to as herding), or they may
diverge from the existing consensus. Gleason and Lee (2003) show that forecast revisions are
more informative, i.e., elicit bigger price responses, when they diverge from the consensus.
Clement and Tse (2005) find that one reason why bold (diverging) forecasts have bigger price
impact is because they are more accurate, Further, they find that bold forecast revisions tend to
improve the previous forecast of the same analyst to a greater extent than herding forecasts. This
is consistent with bold forecasts conveying more of the analyst’s private information about the
firm. Consistent with the predictions in Trueman (1994), they also find that smaller forecast

revisions are more highly correlated with forecast errors (after the revision); herding analysts
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revise their forecasts in the direction suggested by their information, but are less likely than bold
analysts to fully incorporate this information in their forecasts.

Analysts may have to make a trade-off between timeliness of their forecasts and forecast
accuracy, i.e., they could quickly issue forecasts in response to new information, or wait for
additional information/analysis to provide more accurate forecasts. Cooper, Day and Lewis
(2001} study the market response to forecast revisions by lead and follower analysts in one high-
tech industry (semiconductors and printed circuit boards) and one low-tech industry
(restaurants). They find that the price response to forecast revisions of lead analysts, defined as
analysts who provide timely forecasts, in both industries is higher than the price response to
follower analysts. Their results also suggest that timeliness is valued more by investors than ex
post accuracy in the forecasts. Mozes (2003) also finds some evidence that timely forecasts are
less accurate ex post, but do improve on the accuracy of the existing forecasts. From an investor
usefulness standpoint, however, the timeliness of the forecast seems to be at least as important a
criterion as forecast accuracy.

Together these results suggest that while accuracy may be an important criterion in
evaluating forecasts, analysts could easily improve their accuracy by herding with (or improving
on) existing forecasts of superior analysts. Thus studies that evaluate analyst forecast accuracy
using ex post data may identify analysts as “superior” in terms of forecast accuracy, but these
analysts may actually not be bringing any new information to the market place. Reliance on ex
post accuracy measures may also explain why forecast accuracy increases as the age of the
forecast decreases. Analysts providing forecasts later in the period have the advantage of
observing the predictions of other analysts in addition to other information about the firm. Sinha

et al. (1997) recognize the effect of forecast age on accuracy and find that forecast accuracy



differs across analysts, but only after controlling for the relative age of the forecasts. They
further find that analysts identified as superior ex ante, on either firm-specific or industry levels,
continue to provide more accurate forecasts in the subsequent year. However, Sinha et al. do not
control for forecast age in their predictive tests, which would affect their conclusions if for
example, superior forecasters systematically issue forecasts later in the holdout period.
Interestingly, they find that inferior analysts do not provide poorer earnings estimates over the
next year. However, their evidence is consistent with analysts differing in earnings forecast
accuracy even after controlling for ex post bias in identifying accurate forecasters.

If analysts have superior information and bold forecasts are valued more by investors,
why do some analysts choose to herd (and not fully convey their private information)?®
Trueman (1994) suggests that forecast boldness is related to analysts’ self-confidence. Analysts
who have confidence in their forecasting abilities are more likely to issue bold forecasts while
analysts who have lower confidence in their abilities are likely to herd. Hong et al (2000) find
that analysts with less experience are more likely to herd, suggesting that career concerns may
inhibit analyst boldness. Clarke and Subramanian (2006) argue that prior forecasting
performance should be related to the degree of boldness in future forecasts. Specifically, they
analytically demonstrate a U-shaped relation between forecast boldness and prior forecasting
performance, i.e., analysts with either relatively good or poor performance in the past are more
likely to issue bold forecasts than analysts whose past accuracy is closer to the average. This
relation is driven by compensation and career concerns and is unaffected by the ability of the

analyst or the quality of the analyst’s private information. Consistent with their mode!’s

%1t is also possible that analysts issue similar forecasts (i.e., appear to herd) because they possess the same
information. Welch (2000) in a study of analyst recommendations finds some evidence that herding towards the
consensus does not appear to be information driven. Specifically, he finds that analyst recommendations do not herd
to the consensus any stronger when the consensus recommendation turns out to be a good predictor (ex post) of
future stock returns.
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predictions, they find that I/B/E/S analysts (1988-2000) with relatively superior or poor prior
performance are more likely to issue bold forecasts than analysts in the intermediate group.
Another reason why analysts may herd is because they may be concerned about their
reputation, or their private information may be inconsistent with contemporaneously available
public signals (Graham 1999). lt is also possible that more uncertainty regarding a firm’s future
performance may lead to herding among analysts. An interesting extension of this stream of
research will be to examine whether forecasting difficulty is associated with herding behavior.
For example, is herding behavior more prevalent for firms that have higher variance in actual
earnings? Higher dispersion in analysts’ forecasts (which is inverse of herding behavior) is
generally seen as an indication of analyst uncertainty with respect to firm earnings. It could well
be the case that analysts may choose to herd when earnings are more uncertain, leading to lower

dispersion in forecasts for firms with less predictable earnings.

3.2.1.2. Characteristics of the forecaster

Given that more accurate forecasts are more value relevant, identifying expert forecasters
is a profitable strategy for investors. Characteristics that are associated with analyst superiority
should also be of interest to brokerage houses (employers), in trying to enhance the quality of
their output. If the quality of analyst forecasts and recommendations differ systematically based
on analyst characteristics, then researchers could also use these characteristics to compute
superior measures of earnings expectations.

One way to identify expert forecasters is by relying on external agencies, such as
Institutional Investor (II), which annually recognizes, by industry, expert forecasters as All Star

analysts. In fact, Stickel (1992) shows that IT All Stars tend to outperform other analysts in terms



of forecast accuracy. Alternatively, one could identify expert analysts by studying analyst
characteristics including the brokerage firm the analyst represents. Mikhail et al. (1997) use the
Zacks Investment Research database and document that analysts® forecast errors decrease as their
firm—specific experience increases, consistent with analysts learning over time. They also find
that experienced analysts’ forecast errors are more closely related to the market reaction around
earnings announcements than the forecast errors of less experienced analysts. This is consistent
with the market understanding the effect of experience on accuracy. However, they do not find
consistent evidence that analysts with greater firm-specific forecasting experience also issue
more profitable stock recommendations.

Using analyst forecast data from [/B/E/S, Clement (1999) examines the association
between analysts’ experience, affiliation, and specialization on their forecast accuracy. Like
Mikhail et al. (1997), he also finds that analysts with more experience are more accurate in their
earnings forecasts. Further, he finds that analysts affiliated with large brokerage houses, and
who cover fewer firms and industries provide more accurate forecasts.” Thus resources available
to the employer and specialization also seem to increase forecast accuracy.

Jacob et al. (1999) argue that certain analyst-company alignments (which they refer to as
“analyst aptitude™) may be more successful (in terms of accurate forecasting) because some
analysts may have a natural aptitude in forecasting earnings for particular firms. Increases in
firm-specific experience, as measured by the length of time over which analysts have made
earnings forecasts for a firm, may merely be a manifestation of analysts’ ability to better forecast

earnings for that firm. They reexamine Clement’s findings and find that the positive association

? Mikhail et al. (1997) do not find improvement in forecast accuracy for analysts following fewer industries.
However, they use Zacks® forecasts whereas Clement (1999) uses I/B/E/S forecasts. Mikhail et al. define industry
concentration as the number of firms followed by an analyst in the same 2-digit SIC as the subject firm, divided by
the total number of firms followed by the same analyst on Zacks, On the other hand, Clement’s measure of industry
concentration is the number of 2-digit SICs for which an analyst issues forecasts on I/B/E/S.
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between experience and forecast accuracy diminishes after controfling for analyst-company
alignment. They conclude that it is more likely analysts’ aptitude rather than overall experience
that explains analyst forecasting superiority. They also find that analysts are more accurate in
firm-quarters where they make more frequent forecasts.

It is certainly useful to understand why certain analysts are superior forecasters than
others. However, if investors are merely interested in identifying superior analysts (in terms of
forecasting accuracy), gathering information on these various analyst and brokerage firm
characteristics may not be beneficial, especially if other (simpler) avenues to predict future
performance are available. Brown (2001b) shows that a simple model that only takes into
account past forecast accuracy of analysts does at least as well as the more complicated analyst
characteristics model (Clement 1999) in predicting future forecast accuracy. Brown and Mohd
(2003) also find that forecast age is as good a predictor of forecast accuracy, and is equally
representative of investor expectations, as the five analyst characteristics model in Clement
(1999). Further if as Cooper et al. (2001) show, timeliness is more important than accuracy
when it comes to investment decisions, the importance of studying forecast accuracy for
economic reasons may be diminished.

Analyst characteristics that are associated with forecast accuracy may also be important
for brokerage houses that employ analysts. Notwithstanding the fact that brokerage houses have
more information about the analyst (other than just forecast accuracy), Mikhail et al.’s (1999)
finding that analyst turnover is higher when analysts are inferior relative to their peers suggests
that brokerage houses do evaluate analysts based on forecast accuracy. This finding together
with Jacob et al.’s (1999) finding that certain analyst-company alignments are more successful

than others suggests that even if employers do not terminate inferior analysts (based on relatively
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inaccurate forecasts for certain firms), the analyst could be reassigned to cover other firms. An
interesting extension of the Jacob et al. finding will be to examine whether analysts who are
accurate forecasters for certain companies but are not as accurate with others, continue with the
same brokerage house but get reassigned out of the companies in which they are not very
accurate,'”

Another interesting issue for future research is to examine why certain firms assign their
analysts to cover more firms and industries when analyst accuracy is improved by following
fewer firms and industries. Clement (1999) reports that analysts in the 90" percentile of his
sample cover 21 (seven) more firms (industries) than analysts in the 1 o percentile, While a
quick explanation is that these are most likely smaller brokerage firms that employ fewer
analysts, the role of such “over worked” analysts in the market is still an interesting issue.
Specifically, what is the role of these “inferior” analysts when other, presumably superior,
analysts cover the same company for larger brokerage houses? Do investors respond fo the

forecasts of the inferior analysts, and if so, Why?”

3.2.2. Dispersion in analyst forecasts as a¢ measure of investor uncertainty

Forecast dispersion (measured as the standard deviation in analyst forecasts), which is a
signal of the extent of analyst disagreement about a firm’s upcoming earnings, is generally used
as a proxy for investor uncertainty prior to information events. The reasoning (similar to the

reasoning for using the mean/median earnings forecast as the market’s expectation of earnings)

¥ Hong and Kubik (2003) provide some evidence on this issue, They find that relatively inferior analysts are more
likely to be taken out of covering prestigious stocks (defined as stocks followed by at least 20 analysts and/or with
market cap over $5 billion) even if they continue to work for the same brokerage firm,

" Mikhail et al, (2004) find that stock recommendations of superior analysts (measured based on profitability of
prior year recommendations) continue to be more profitable than that of inferior analysts. However, even stock
recommendations of historically inferior analysts are profitable (see their tables 3 and 4).
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is that disagreement among analysts reflects general disagreement among investors. Based on
the notion that investor disagreement is one factor that triggers trading in stock markets, forecast
dispersion is generally used to study trading volume around information events such as earnings
annauncements.

Barron (1995) builds on prior research that had documented a positive relation between
trading volume and the level of prior dispersion in analysts’ forecasts as well as changes in
analyst forecast dispersion (e.g., Ziebart 1990). He suggests that even if there is no change in the
level of dispersion, trading may result because analysts change their relative positions from one
forecast period to the next, He refers to this reordering of analyst beliefs as “belief jumbling.”
Using 1/B/E/S annual forecast data from 1984-1990 he finds that belief jumbling is positively
related to monthly trading volume even after controlling for other variables that have been
posited to be related to trading volume such as the absolute price change (Abarbanell et al.
1995). Consistent with prior research, he also finds that both the level of prior dispersion in
analysts’ forecasts and changes in analyst forecast dispersion are positively related to monthly
trading volume.

While Barron (1995) focuses on the general relation between monthly trading volume
and monthly disagreement measures, Bamber et al. (1997) extend the analysis to earnings
announcement periods, They restrict their sample to firm-quarters (I/B/E/S forecasts; 1984-
1994) where at least five analysts issue annual earnings forecasts in the 45 days preceding
interinm announcements and also revise their annual earnings forecasts in the 30 days following
the announcement. Bamber et al. find that all three measures of investor disagreement identified
in Barron (1995} are also positively related to abnormal trading volume around earnings

announcements. Prior research suggests that earnings announcements generally resolve pre-
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announcement uncertainty; therefore, trading around earnings announcements should be related
te prior dispersion in beliefs (i.e., forecast dispersion prior to the announcement). Bamber et al.
show that earnings announcements may actually trigger further trading through two other
mechanisms: belief jumbling and increases in forecast dispersion from before to after the
announcement.

Barron et al. (1998) analytically show that the mean forecast error, together with forecast
dispersion and number of forecasts, can be used to estimate analysts’ total uncertainty as well as
their consensus (common uncertainty relative to total uncertainty). Specifically, they show that
higher dispersion implies higher total uncertainty but lower consensus. More importantly, they
show that forecast dispersion is a measure of analysts’ idiosyncratic uncertainty and therefore
does not fully capture total earnings uncertainty. Total uncertainty is a combination of the
common uncertainty shared by all analysts and forecast dispersion. They point out that
decreases in forecast dispersion (after for example, earnings announcements), may not signal a
decrease in overall uncertainty but rather a decrease in uncertainty related to the idiosyncratic
component of analyst forecasts.

Barron et al. (2002) use the Barron et al. (1998) measures of consensus and uncertainty
and examine the dispersion in analysts’ annual earnings forecasts before and after interim
earnings announcements o test whether earnings announcements spark gathering of private
information by analysts (as observed through their forecast revision activity). Prior research
suggested that release of public information such as earnings announcements may decrease the
need for private information gathering. Barron et al. (2002) find that consensus among analysts
actually decreases in the days following the earnings announcement consistent with analysts

embedding more private information into their forecast revisions (for example through their
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individualistic interpretation of the earnings news). They also show that the decrease in
consensus is related to the number of analysts revising their earnings forecasts after an
announcement which could explain the increased revision activity documented by Stickel (1989)
following interim earnings announcements. Barron et al. (2005) further extend this line of
research and find that trading volume around earnings announcements is related to the extent of
private information gathering around earnings announcements.

Diether et al. (2002) use I/B/E/S data and find that stocks with high (low) earnings
forecast dispersion earn negative {positive) returns in the subsequent month. The difference in
returns between stocks in the highest and lowest quintile of forecast dispersion is 9.48%
(annualized). They also find that the forecast dispersion effect is strongest for small stocks, even
though return differences are observed in larger stocks as well. They interpret their results as
consistent with Miller’s (1977) prediction that in the presence of short sale constraints, investor
disagreement will result in share prices reflecting the most optimistic valuations. This
overvaluation of high dispersion stocks leads to negative returns in subsequent periods.
Consistent with the return evidence, Diether et al. also find that analyst optimism is strongest
when disagreement among analysts (forecast dispersion) is high. They conclude that their
evidence is consistent with forecast dispersion being a proxy for investor disagreement and not
as a proxy for risk. Forecast dispersion is negatively related to returns; if dispersion is a proxy
for risk, dispersion should be positively related to future returns,

Johnson (2004) suggests that the finding in Diether et al. is consistent with a standard
asset pricing model where forecast dispersion proxies for uncertainty about an upcoming signal
of the value of the underlying asset (i.e., current earnings). He argues that this effect should be

most evident in highly leveraged firms where the (option) value of equity should increase with



uncertainty, leading to lower returns in the future, Results based on IBES forecast data are
consistent with the predictions; the negative relation between forecast dispersion and future
returns documented by Diether et al. exists only for firms with risky debt, Alternatively, Chen
and Jiambalvo (2005) argue that the findings of Diether et al, may be driven by post earnings
announcement drift that has been well documented in the accounting literature. Higher forecast
dispersion is typically associated with poor earnings performance, which is followed by negative
price drifts.

Findings from the forecast dispersion studies described above suggest more interesting
avenues for future research. For example, in their model of analyst uncertainty, Barron et al.
(1998) assume that the precision of private information is the same across all analysts, This
assumption appears too restrictive when we consider the empirical evidence regarding the
distribution of analyst forecasts for a firm. It will be interesting to examine implications for
analyst uncertainty and market trading if this assumption is relaxed and the precision of private
information is allowed to vary across analysts.'? Second, more research is necessary in tying the
Barron et al, (1998) uncertainty measures to disclosure practices of firms. For example, do firms that
have a reputation of providing higher quality disclosures have higher precision of common information
and higher level of consensus as defined by Barron et al.? In an interesting foray in this direction, Byard
and Shaw (2003) find that analyst forecast distributions for firms with a reputation for providing higher

quality disclosures reflect a greater precision of both analysts' common and idiosyncratic (private)

information.

3.3 Information content of analysts' research output

" In a recent working paper, Gu (2003) relaxes this assumption and provides generalized measures of the analysts’
common and private information based on observable forecasts.
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This section addresses questions related to informativeness of output from analysts’
research. The output variables include earnings forecasts, target price forecasts, stock
recommendations, and other information rationalizing the forecasts and recommendations. We
first discuss research related to the information content of earnings surprise measured with
reference to analysts’ quarterly earnings forecasts. Then section 3.3.2 discusses research related
to the informativeness of analysts” earnings forecast revisions. Section 3.3.3 discusses research
related to the combination of all four output variables, and section 3.3.4 discusses research
relying on analysts’ long-term earnings growth forecasts.

3.3.1 Information content of analysts’ earnings forecast errors

The association between returns and analysts’ earnings forecast errors depends on the
degree to which the forecast proxies for the market’s expectations at the beginning of the return
accumulation period, the value relevance of the earnings variable, and the model translating
current earnings into value. An interesting puzzle emerged with evidence in O’Brien (1988)
suggesting that, although more accurate than time-series model earnings predictions, analysts’
quarterly earnings forecasts are not necessarily better proxies for the market’s earnings
expectations.” As noted by Brown {1993) this raises the question as to why accuracy and
association approaches to comparing alternative earnings forecasts are not “two sides of the same
coin.” Wiedman (1996) builds on Brown et al. (BRS; 1987) to address this issue.

BRS argue that the analyst’s forecasting advantage (relative to time-series models)
should increase with the dimensionality of the information set (i.e., the number of available

information signals beyond the time-series of historical earnings), and decrease with both the

¥ Although outside the scope of this paper, Foster (1977) similarly notes the curious result that simpler time series
models of quarterly earnings (e.g., seasonal random walk) produce forecasts that outperform more descriplive
models {e.g., seasonally differenced first order autoregressive) in producing forecasts that conform more closely to
the market's earnings expectations, Bernard and Thomas (1989, 1990) and others build on this evidence by
demonstrating profitable trading strategies that take advantage of this apparent inefficiency.
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variance of the signals as unbiased estimators of the target earnings variable (i.e., signal
imprecision) and the correlation {(or common information) among the signals. Using a more
recent sample (1988-91 versus 1977-82) of over 19,000 firm-quarters of I/B/E/S earnings
forecasts, Wiedman confirms the BRS results that analysts’ forecasting advantage increases with
firm size (the proxy for dimensionality) and decreases with the dispersion in analysts’ forecasts
(the proxy for signal variance). Also similar to BRS, Wiedman fails to find the hypothesized
positive relation between superior analyst accuracy and number of lines of business (proxying
for lack of correlation among signals). In fact, she observes a significantly negative effect on
both the accuracy and market expectations proxy dimensions of analysts’ forecasting advantage.
The interpretation of the apparent!ly negative effect of lines of business on analyst’s forecasting
advantage awaits further research. Nevertheless, Wiedman’s results support the notion that
evaluations of earnings forecasts on the accuracy and association with returns dimensions are
two sides of the same coin (p. 323).

In contrast, Walther (1997) finds no relation between forecast accuracy and the degree to
which analysts’ earnings forecasts proxy for the market’s earnings expectations. Walther (1997)
finds that the superiority of Zacks analysts’ forecasts as proxies for the market’s earnings
expectations increases with firm size (and analyst following). However, Walther attributes this
result to effects of investor sophistication rather than increased forecast accuracy. The results
generally support her prediction in that for firm-quarters with high (low} investor sophistication,
the mean 120-day analyst forecast (seasonal random walk forecast) serves as a better proxy for
the market’s earnings expectations. For example, she finds that the ratio of the ERC based on
the analyst forecast error as the measure of earnings surprise to the ERC based on the forecast

error from a seasonal random walk is 0.56 (1.83) in the lowest (highest} institutional ownership
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quintile, where the lowest (highest) quintile corresponds to a mean of 11% (70%) of company
shares held by institutional investors. Unlike Wiedman’s investor sophistication proxies, ex post
forecast accuracy does not explain the degree to which one forecast or the other reflects the
market’s earnings expectations. Thus, the puzzle remains: Why does the most accurate model
not consistently produce the forecast most associated with the market’s earnings expectations?
Another question emerges from Walther (1997): 1f not for accuracy, why would a more
sophisticated investor be more likely to rely on sell-side analysts’ earings forecasts? Whether
and to what degree factors, in addition to (or instead of) forecast accuracy affect the marginal
investor’s reliance on one model or another to form earnings expectations remains an interesting
avenue for further research.

Effective market association tests require an understanding of the valuation implications
of unexpected earnings. The market impact of an earnings surprise depends on its persistence
(e.g., Kormendi and Lipe, 1987; Easton and Zmijewski 1989), and persistence varies with the
nature of the earnings components that create the surprise. In the mid-1990s analysts’ revenue
forecasts (and actuals) became readily available to academic researchers through I/B/E/S. An
interesting question is whether the nature of the revenue surprise informs the market as to the
expected persistence of the earnings surprise and, in turn, affects the market’s response to the
earnings surprise. Ertimur and Livnat (2003) provide evidence on this issue. In a sample of over
20,000 firm-quarters with I/B/E/S consensus revenue and earnings forecasts spanning the years
1994 to 2001, they find that the market responds positively {negatively) to increases in earnings
of glamour firms when those earnings are driven by revenue increases (expense decreases that
outweigh revenue decreases). On the other hand, the market does not disproportionately reward

value firms’ earnings increases driven by revenue increases. Ertimur and Livnat also find that
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the market looks to the components of earnings to estimate effects of earnings management.
They find that the market views suspiciously the earnings of a firm barely meeting analysts’
forecasts while reporting disappointing revenues. Thus, details of the source of the earnings
surprise explain differences in the intensity and direction of the market’s response.

In addition to revenues, researchers might begin examining the information content of
other components of analyst-based measures of earnings surprise. For example, cash flow
forecasts are becoming more available on I/B/E/S, especially for international firms (DeFond and
Hung, 2007). From the difference between analysts’ earnings and cash flow forecasts,
researchers might infer analysts’ accruals forecasts, which can serve as a benchmark from which
to measure unexpected accruals at earnings announcement dates. For example, Melendrez et al.
(2005) derive unexpected accruals in this manner and report that the market overprices accruals,
particularly for loss firms.

3.3.2 Analysts’ earnings forecast revisions

In tests of the information content of analysts’ forecasts of upcoming quarterly or annual
earnings, the key variables are the market’s RESPONSE and the NEWS the analyst brings to the
market. RESPONSE is typically measured as market-adjusted returns around the forecast
announcement date, and NEWS is measured as the analyst’s new earnings forecast (F) minus a
proxy for the market’s expectations of that forecast immediately before the announcement date
[i.e., NEWS=F-E(F)]. The literature includes a curious regularity indicating that the analyst’s
own most recent (i.e., current outstanding) forecast of the target earnings variable is the best
proxy for E(F) (e.g., Stickel, 1991; Gleason and Lee, 2003). However, other papers use different
proxies for E(F) but do not compare these proxies to the analyst’s own most recent forecast to

see which NEWS variable is most associated with returns (e.g., Chen et al. 2005).
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Measurement error in the NEWS proxy potentially creates ambiguities in cross-sectional
comparisons of the information content of forecast revisions. For example, Clement and Tse
(2003) rely on the analyst’s own most recent forecast as the proxy for market expectations and
find [ower market response to low innovation revisions (i.e., those moving towards the
consensus). However, this result is consistent with the interpretation that the analyst’s prior
forecast is a particularly poor proxy for the market’s expectations in “low innovation” situations
and therefore the measurement error in the NEWS proxy is large and drives the market’s
response coefficient towards zero. More research is needed to better understand how the market
forms its expectations regarding the timing and magnitude of an individual analyst’s next
earnings forecast.

A number of recent papers contain results suggesting that market participants care about
analyst forecast accuracy (see section 3.2). This implies that the intensity of the market’s
response to earnings forecast revisions should increase with analyst forecasting superiority.
With reference to a sample of over 15,000 analyst-firm-year observations from I/B/E/S detail
files, Park and Stice (2000) find a positive correlation between past forecast usefulness and the
market’s response to individual analysts’ forecast revisions. Williams (1996) introduces the
usefulness concept and Park and Stice operationalize it as the percentage of times in the last two
years that the analyst’s forecast proved more accurate than the prevailing consensus.
Interestingly, Park and Stice (2000) do not find a spillover effect of forecasting superiority from
one firm to other firms followed by the same analyst. The authors interpret these results to
suggest that analyst forecasting superiority stems more from access to inside information from
management than from superior ability to analyze commonly available information. An

interesting extension of Park and Stice (2000) would be to see if changes in the information
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environment after Reg, FD and Sarbanes-Oxley affect the source of superior analysts’
forecasting advantage. '

So, do investors recognize analyst characteristics that affect forecast accuracy and react
accordingly to forecast revisions? In an application of the Brunswick lens model to an archival
study (using Zacks data including over 200,000 analyst-firm-quarters spanning 1981-1999),
Bonner et al. (2003) find that firm-quarters characterized by relatively high investor
sophistication are also characterized by market response to analysts’ quarterly earnings forecast
revisions reflecting better understanding of ex ante expected analyst forecast accuracy. '
Investor sophistication is associated with price responses that better reflect forecast age and prior
forecast accuracy as the two dominant ex anfe predictors of analyst accuracy.'®

Chen et al. (2005) find that the market’s response to analysts’ forecast revisions is
consistent with investors learning about analysts® forecasting ability in a Bayesian fashion as
more observations of past forecast accuracy become available. However, the key variable in
their study, the number of observations available to measure the analyst’s average prior
accuracy, is highly correlated with experience, a variable that prior research finds is associated
with individual analyst forecast accuracy.'” Further, the paper considers empirical proxies for

the market’s prior assessment of the analyst’s forecasting ability (i.e., size of the brokerage’s

" Also see Ivkovic and Jegadeesh (2004) who “find that earnings forecast revisions are least informative in the
weelk after an earnings announcement and that the information content generally increases over event time.” They
also find “a sharp increase in the information content of upward forecast revisions and recommendation upgrades in
the week before earnings announcements, but ... do not find a similar increase for downward revisions or for
recommendation downgrades.”

* Investor sophistication is proxied using factor analysis of analyst following, institutional interest, and dollar value
of shares traded.

'® As discussed in section 3.2, Brown and Mohd (2003) and Brown (2001b) find that forecast age, and past forecast
accuracy, respectively, predicts future forecast accuracy at least as well as more sophisticated models. Findings in
Bonner at al, are consistent with sophisticated investors recognizing this.

" Chen et al. address this issue in two ways. First, they control for the effect of experience on past forecast
accuracy. However, this analysis does not control for the effect of experience on expected forecast accuracy.
Second, they find no evidence that analyst forecast accuracy improves with experience. However, these results are
at odds with research showing that forecast accuracy is correlated with experience (Mikhail et al. 1997; Clement,
1999}

35



research department, brokerage house reputation and earnings predictability of the followed
firm), but does not include variables to proxy for the precision of the market’s prior earnings
expectations. A likely candidate is the dispersion of the analysts® forecasts in the consensus that
proxies for the market’s prior earnings expectation (i.e., the benchmark from which the quantity
of news is measured). Future research should consider the degree to which the market’s
respanse to analysts’ forecast revisions depends on the precision of the market’s prior earnings
expectation, and should also include controls for effects of analyst experience on expected
forecast accuracy.

While Chen et al. (2005, p. 5) interpret their results to indicate that investors “process
information rationally and in a sophisticated manner”, Clement and Tse (2003, p. 242) “conclude
that return responses to forecast revisions are inconsistent with investors’ use of rational
expectations of forecast accuracy ...” (emphasis added). Using a sample of over 35,000 real
time current year earnings forecast revisions from the First Call database (1994-98 sample
period), Clement and Tse find that: individual analyst forecast accuracy increases with the
analyst’s prior year forecast accuracy, the size of the analyst’s brokerage house, the number
times the analyst issues a forecast for the firm in the current year (forecast frequency), and the
number of prior years in which the analyst has issued a forecast for the firm (firm experience);
and accuracy decreases with the forecast horizon and the number of companies and industries the
analyst follows. These results are consistent with prior research. Clement and Tse also
introduce a new variable, ‘days elapsed since the most recent forecast’ by any analyst following
the firm, which they find is negatively related to forecast accuracy.

Consistent with their market irrationality inference, Clement and Tse’s primary findings

are: (1) the market attaches significantly more (positive} weight on brokerage house size than the
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weight estimated in their forecast accuracy prediction model; and (2) the market weighs the
forecast horizon and ‘days since last forecast’ variables positively, whereas the accuracy
prediction model weighs them negatively,'®"

Variables omitted from the Clement and Tse study include “forecast immediacy™ and
“forecast usefulness.” Mozes (2003) conceptualizes “forecast immediacy” as “the speed with
which analysts respond to a significant change in the publicly available information set.” Mozes
predicts (and finds) that his proxies for forecast immediacy are positively related to forecast
dispersion (i.e., uncertainty), negatively related to forecast accuracy, and positively related to
forecast usefulness. Mozes (2003) measures usefulness as the relative improvement in forecast
accuracy (i.e., resolution of uncertainty) from one forecast (or forecast cluster) to the next.
Longer horizon forecasts and forecasts issued after more time has elapsed are likely to have
greater forecast immediacy and usefulness. For example, longer horizon forecasts are those
issued relatively early in the sequence and are therefore likely to be associated with greater
forecast immediacy. Similarly, forecasts issued in a sequence following a long period without
forecasts are likely to have greater forecast immediacy. In both cases, the analysts issuing the
earlier forecasts in the sequence are likely to have been willing to trade off accuracy for
timeliness in their responses that significantly inform the market’s earnings expectations, This
might explain why even though these forecasts tend to have low forecast accuracy (before

conditioning on the accuracy of the previous forecast), Clement and Tse find (contrary to their

predictions) that they have more impact on returns. Future research should consider resolution

'® The tests do not convineingly reject the market rationality hypothesis with respect to any of the other
characteristics studied, including prior forecast accuracy, forecast frequency, firm experience, and number of
companies and industries followed by the analyst,

'* Bonner et al. {2003) investigate very much the same issue as Clement and Tse (2003) and reach different
conclusions. Clement and Tse use a Mishkin procedure to investigate investor rationality; whereas, Bonner et al.
(2003) use a Brunswick lens model. Future research should explore the impact of the differences in method on the
results of the two studies. Beyond method, the two studies differ in that Bonner et al. condition their analysis on
investor sophistication, whereas Clement and Tse do not,
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of uncertainty as a key ingredient in explaining the variation in the market’s response to earnings

forecast revisions,

3.3.3  Analysts’ recommendations and research reports

Until very recently, research on the information content of information in analysts’ research
reports focused on either earnings forecasts or stock recommendations in isolation. Recent
papers classify the information in analysts® research reports into four categories: earnings
forecasts, target price forecasts, investment recommendations, and conceptual arguments
supporting the forecasts and recommendations. While some view the recommendation as the
bottom line of the research report (e.g., Schipper 1991), analysts’ recommendations generally fall
into three categories, strong buy, buy and hold, with sell and strong sell categories used much
less frequently (McNichols and O’Brien, 1997). These coarse gradations leave room for the
other variables in the report to provide information to investors over and above, or in some cases
subsuming, the information in the summary recommendations. The four papers (one
experimental and three archival) we discuss below provide examples of emerging research in this
area.

Francis and Soffer (1997) examine 556 analyst research reports available in the Investext
database between 1989 and 1991. They find that 3-day returns centered on the report
announcement date are significantly associated with both the recommendation and earnings
forecast revisions. The evidence suggests that the market responds more strongly to earnings
forecast revisions accompanied by buy (versus hold or sell} recommendations. The authors
argue that because analysts bias recommendations upward, investors turn to earnings forecast

revisions for more information when analysts issue buy or strong buy recommendations. Hirst et
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al. (1995) make the opposite argument. They suggest that doubting the veracity of the
recommendation should carry over to other information in the research report. They predict that
only when recommendations are unfavorable or unexpectedly revised downward will investors
expend the effort to analyze any of the information in the report and impound that information in
their decisions. Hirst et al. find support for their prediction in an experiment using student
subjects. In an archival study, Asquith et al. (2005) also find evidence consistent with the Hirst
et al. prediction. They find a stronger association between the strength of analysts’ remarks and
returns around the release of analyst reports containing recommendation downgrades as
compared to reiterations or recommendation upgrades.

To reconcile the findings in the three studies described above, we offer a slightly
different perspective on investor perceptions of information credibility. All three studies
consider investor response to information incremental to the recommendation. However, the
incremental information variable in Francis and Soffer (1997) is the earnings forecast revision;
whereas, Asquith et al. (2005) and Hirst et al. (1995) consider strength of arguments variables.
Analysts’ reputations depend directly on their earnings forecast accuracy (e.g., Mikhail et al,,
1999), and records of forecast accuracy are carefully maintained by interested observers;
whereas, accuracy regarding the strength of the analyst’s arguments is harder to verify. For these
reasons, investors may view earnings forecast revisions as more credible than the strength of
analysts’ remarks in support of buy recommendations. On the other hand, given analysts’
incentives to bias recommendations upward, investors may attach more credibility to analysts’
arguments in support of hold and sell recommendations. Further empirical research (both

experimental and archival) can enhance our understanding of the interaction between the type of
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recommendation and investor use of the various types of other information in analysts’ research
reports.

Brav and Lehavy (2003 ) extend this literature by adding analysts’ target price forecasts
to earnings forecasts revisions and stock recommendations. They find that all three variables
contribute significantly to explaining variation in returns around research report dates.”® While
earnings and target price forecast revisions are most significant for reiterations, the coefficients
on these variables are also significantly positive in cases of recommendation upgrades and
downgrades. Brav and Lehavy find that only two-thirds of all analysts’ reports include target
prices, and reports containing buy or strong buy recommendations are more likely to contain
target price forecasts. The authors speculate that analysts may provide target prices to stimulate
the purchase of stocks in conjunction with their buy recommendations. Short-selling restrictions
constrain trading commissions associated with target price forecasts to stimulate sell
recommendations, and the authors suggest that lowering price targets to stimulate sell orders
could jeopardize already strained relations with managers of the followed firms. These
conjectures warrant examination in further research.”’ Brav and Lehavy also find that when the
analyst revises the recommendation in a direction opposite to (same as) the direction of the target
price revision, the association between returns and the recommendation revision declines
(increases) dramatically. In addition, the evidence indicates a significantly larger market
response to target price forecast revisions accompanied by downward (versus upward) earnings

forecast revisions. Why this is the case and, more generally, understanding the interactive

*® Brav and Lehavy (2003) obtain all earnings forecasts, target price forecasts and recommendations from the First
Call real time database. The sample includes over 70,000 research reports during the years 1997-99.

** Reports with reiterations are also more likely than other report types to contain a target price forecast, suggesting
that analysts use their target price forecasts to provide finer gradations of information than they are able to provide
with their recommendations. Similarly, Asquith et al. find a significant market reaction to target price forecast
revision and strength of arguments variables included in reports with reiterations of stock recommendations. Thus,
reports contain valuable detailed information even when the analyst does not see fit to change the recommendation.
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effects between all combinations of the three variables warrants further research. Given the
peculiar time period of the study (1997-99) and difficult research design issues associated with
the earnings forecast revision variable (see section 3.3.2), further research is needed to validate
the Brav and Lehavy findings that target price forecast revisions contain information incremental
to concurrently released earnings forecast revisions, If investors have more information from
alternative sources about earnings than about target prices, the forecast revision variable may
contain less surprise than the target price revision variable. Furthermore, the Brav and Lehavy
regression assumes a constant revision response coefficient (RRC) across all firms, Simply
allowing for industry differences could generate a stronger RRC and leave less unexplained
variation for the target price forecast revision variable to pick up in terms of incremental analyst
expertise.

The two most important/prominent summary statistics associated with equity securities
are earnings per share and stock price. Studies like Brav and Lehavy (2003) of the
informativeness of target price forecast revisions, conditional on the informativeness of earnings
forecast revisions, potentially provide insight into analyst expertise in modeling the relation
between earnings and returns. Opening the black box containing the process by which analysts
convert earnings forecasts into price forecasts could provide interesting insights into valuation
models most relevant to investors and to the allocation of scarce resources in capital markets.
However, the persistent explanatory power of the earnings variable with the target price variable
in the regression suggests that the market’s translation of earnings forecasts into current equity
value differs from the analyst’s. An interesting question for future research is why earnings
forecast revisions have a significant relation with returns conditional on both recommendations

and target prices.
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Asquith et al. (2005) evaluate the information content of the strength of analysts’
arguments in conjunction with all three forecast and recommendation variables studied by Brav
and Lehavy (2003). Asquith et al, develop their strength of arguments variable based on the
research team’s coding of 14 different types of analyst remarks as either positive or negative in
390 actual analyst research reports issued between 1997 and 1999.2 A multivariate regression
model explains 25% of the variation in returns during 3-day windows centered on the research
report announcement date, and most of the explanatory power appears to come from the target
price change variable. However, the strength of arguments variable is highly significant,
suggesting that market prices are sensitive to detailed information in the analyst’s research
report, controlling for the information summarized by the other three variables. The market
response appears most sensitive to negative analyst remarks regarding the company’s prospects
for earnings or revenue growth and whether the company met expectations, and to positive
analyst remarks regarding the company’s new projects, stock repurchases, and risk.

An alternative explanation for the relative importance of the Asquith et al, strength of
arguments and target price forecast revision variables is that these represent unique information
that the individual analyst brings to the market. The earnings forecast revision and
recommendation variables (which appear to be subsumed by the other two variables) are more
likely to mimic the forecasts and recommendations of other analysts already in the public
domain, particularly for larger firms, and the firm-size effects documented in the study seems to

support this explanation.

* The small sample (gathered from Investext) is largely due needing the analyst’s most recent prior research report
for purposes of computing revision variables. Asquith et al. report that during their time period analysts® reports
rarely included prior forecasts and recommendations. On the other hand, Francis and Soffer report that about half of
the reports in their sample from the years 1989-1991 included the analyst’s prior earning forecast and
recommendation. This raises the question as to the factors that explain analysts® decisions to include comparison
forecasts and recommendations from prior reports. Apparently this decision varies over time and across firm-
analyst pairs,



Asquith et al. (2005) also analyze the interactive effect of recommendation type
(reiteration, upgrade or downgrade) on the market’s response to the four information variables
and a variable indicaling the existence of an underwriting relationship. From this analysis, it
appears that target price forecast revisions and the strength of argument variable matter most in
the case of downgrades, and this is the only analysis where the underwriting variable is
significant in the expected direction. It appears that the downgrade is only informative when the
analyst works for a brokerage with an underwriting relationship with the followed firm. This is
consistent with the view that the market considers the underwriting relationship to create
incentives for the analyst to bias recommendations upward, and so views a downward
recommendation in this situation as very bad news. However, it is unclear why the market
would not also consider downgrades as bad news when analysts do not have such incentives.”
Further research is needed to see if the results hold in larger samples and in a variety of
economic conditions (1997-99 were boom years).

Our reading of Asquith et al. (2005) suggests other questions for further research. The
authors point out that the earnings forecast revision and strength of argument variables are highly
correlated, and “this relation suggests that positive (negative) earnings forecast revisions are
generally supported by more optimistic (pessimistic) analyst statements.” This begs the question
as to the interactive effect of the strength of arguments variable on the market’s reaction to
earnings forecast revisions. I[nteractions between other variables would also be interesting to
examine. For example, does the market respond more negatively to information in a stock

downgrade accompanied by a negative earnings forecast or target price revision than to a stock

= The sample size is small, including only 193 observations, and the study is silent on the handling of outliers which
could significantly affect interactions depending on very few observations. Brav and Lehavy (2003), for example,
winsorize their earnings and target price forecast revision variables at the 1* and 99" percentiles and further examine
the regression results for effects of influential observations.
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downgrade accompanied by an upward earnings forecast or target price revision? Finally, it is
not clear what analysts are trying to communicate through their stock recommendations. In
particular, what does a reiteration of a strong buy or a downgrade from a strong buy to a buy
really mean? In the 17.6% of the Asquith et al. sample where analysts reiterated a strong buy,
the target price forecast increased by only 1%. Why would analysts reiterate a strong buy if they
can only increase their target price forecast by 1%? One explanation might be that the price has
not yet increased from the last strong buy recommendation and therefore the analyst still views
the firm as undervalued. However, abnormal returns around these report release dates are
relatively small. Francis and Soffer (1997) find that the change in the recommendation has a
significant association with returns after controlling for the level of the recommendation, Future
research will perhaps shed more light on the nature of the information in recommendation

changes that are not subsumed by the information in recommendation levels.

3.3.4 Long-term earnings forecasts and earnings-based valuation models

In connection with Ohlson (1995) and the revival of academic and practitioner interest in
earnings-based valuation, recent studies examine the usefulness of analysts” long-term forecasts
in: explaining current market-to-book ratios (Cheng, 2005a); inferring firms’ cost of equity
capital {(e.g., Botosan and Plumlee, 2005); evaluating the value-relevance of accounting earnings
(Liu and Thomas, 2000); evaluating the theoretical assumptions and operational characteristics
of the earnings-based valuation model (Begley and Feltham, 2002); and identifying mispriced
securities (e.g., Frankel and Lee, 1998). In its most basic forms, the model appears as follows:
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The first format expresses current equity value as a function of current book value of equity and
the present value of all future periods’ expected abnormal returns (i.e., earnings in excess of prior
period’s book value times the equity cost of capital). The second format divides through by
current book value of equity to provide an equivalent expression for the estimated current market
to book ratio. T refers to the forecast horizon terminal year, after which time abnormal earnings
are assumed zero, constant (g=0), growing at a constant rate, or (with slight modification) fading
at a constant rate. Researchers combine analysts’® earnings and long-term growth rate forecasts,
current book value, an assumed dividend payout rate and either terminal value assumptions about
g or price forecasts in order to estimate expected abnormal earnings over the forecast horizon

and the value of the equity at time 0.

With reference to model (2) above, Cheng (2005a) evaluates the degree to which
analysts’ earnings and long-term growth rate forecasts captures and adds to the explanatory
power of other information variables in explaining firms’ market-to-book ratios. With
reference to a sample of 6,737 firm-years spanning 1991-2000, the results indicate that current
ROE, alone explains about 19% of the cross-sectional variation in firms’ market-to-book ratios.
Adding only the analysts® earnings forecasts for years t+1 and t+2 and long-term growth rate
forecasts increases the r-square from 0.19 to 0.682, and analysts’ earnings and long-term growth

rate forecasts parsimoniously reflect 83% of the collective information in the other information

* The other information variables include ROE, (i.e., return on equity for year t), risk and growth proxies (including
industry cost of capital, financial leverage and year t sales growth), and various proxies for: the firm’s potential to
earn economic rents, the degree of conservatism reflected in the firm’s current book value, and quality of earnings
signals that prior research has found useful in predicting future earnings (e.g., Fairfield et al., 1996; Abarbanell and
Bushee, 1997, 1998; Cheng, 2005a).
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variables. Furthermore, the analysts® forecasts explain 22% of the variation in market-to-book
ratios not captured by the other information variables (whereas, the other information variables
only uniquely explain 5.5% of the variation). Cheng’s results indicating the usefulness of
analysts’ forecasts improve even further in a subset of firms with characteristics found by prior
research to make current earnings less predictive of future earnings (e.g., firms in high tech
industries, firms with large amounts of R&D capital and firms with relatively high abnormal
accruals).

Cheng’s (2005) results represent very good news for analysts, as two research design
issues probably bias tests against finding that analysts’ forecasts subsume the other information
variables, Cheng gathers consensus analysts’ forecasts from the first I/B/E/S report following
the vear t earnings announcement., As described in O’Brien (1988) and Brown (1993), this
consensus is likely to include stale individual analysts’ forecasts that are not conditioned on the
information in the year t earnings announcement or financial statements. Therefore, it is unlikely
to find that analysts’ consensus forecasts completely subsume that information. Second, the
relation between the other information variables and current market-to-book ratios are estimated
in-sample, effectively requiring the analyst to anticipate relationships between future values of
those variables and future years’ market-to-book ratios. Further research might investigate the
effects of these research design issues by: (a) relying on the I/B/E/S detail files to generate
analysts’ earnings and long-term growth rate forecasts, and (b) estimating the parameters to
attach to the other information variables based only on year t and prior years® information.
Nenetheless, analysts’ Jong-term forecasts appear to effectively reflect market expectations in the
context of explaining market-to-book ratios.

Liu and Thomas (2000) rely on I/B/E/S consensus analysts’ earnings forecasts over a 5-

46



year forecast horizon and consensus long-term growth forecasts to better understand the value-
relevance of accounting earnings. The study begins with model (1) above and derives a
theoretical relation between unexpected returns, unexpected current year earnings and
unexpected revisions in forecasts of future years’ earnings. Liu and Thomas find that the r-
squares in regressions of annual returns on unexpected earnings dramatically increases from
about 5% to about 30% when the forecast revision terms are added.” Furthermore, the
coefficient relating unexpected returns to the unexpected earnings and forecast revision variables
take on estimated values very close to their theoretical values. These results provide evidence
confirming a joint hypothesis that: (a) analysts’ forecasts effectively proxy for the market’s
earnings expectations; (b) the earnings target is value-relevant; and (c) the earnings-based
valuation model has descriptive validity with respect to capital market price formation. Thus,
while analysts’ target price forecasts and recommendations may not emerge from a multiperiod
valuation model (Block, 1999; Bradshaw, 2002}, the Liu and Thomas results suggest that the
market combines analysts’ earnings and long-term growth forecasts into a multiperiod model to
rationalize current price. On the other hand, Frankel and Lee (1998) find that value-to-price
ratios derived using a variant of model (1) predict abnormal returns. Thus, the market
mechanism that converts forecasts into current equity values remains an elusive concept for
future research.

A number of recent studies rely on various forms of model (1) to infer firms’ costs of
equity capital {e.g., Botosan and Plumlee, 2002; Baginski and Wahlen, 2003; Claus and Thomas,

2001; Faston, 2004; Easton and Monahan, 20035; Gebhardt et al., 2001; and Gode and

** Note that the impact of adding analysts® forecast revisions may be even greater using forecast data from the
I/B/E/S detail files, since many of the forecasts entering the consensus used in this study may not have been issued
after the announcement of the year’s earnings and other financial statement information on which they are intended
to be conditioned.
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Mohanram, 2003). Botosan and Plumlee (2005) conclude that two very simple approaches to
estimating the cost of equity capital perform best in terms of the sign and magnitude of
multivariate regression coefficients relating the cost of capital proxies to a battery of generally
accepted risk factors. The first of the two best behaved risk proxies solves for the cost of equity
capital that equates the discounted present value of Value Line’s forecasts of the firm’s dividends
for the next five years and Value Line’s target price forecast at the end of those five years with
the firm’s current stock price. The second well-behaved risk proxy extends from the approach
developed in Easton (2004) and simply equals the square root of a fraction equal to Value Line’s
projected growth in the firm’s £PS between year’s 4 and 5 in the forecast horizon divided by the
firm’s current stock price.

As pointed out by Botosan and Plumlee, the risk estimation procedures evaluated in their
study depend critically on the assumption that analysts’ earnings and/or price forecasts mirror the
market’s expectations. An important corollary to this assumption is that the current stock price
mirrors the analyst’s assessment of the firm’s intrinsic equity value. Since analysts are in the
business of identifying mispriced stocks, this corollary is unlikely to hold.*® Future research
might reevaluate the Botosan and Plumlee results on a subsample of stocks with timeliness ranks
corresponding to hold recommendations. Moreover, research regarding divergence between
analyst and market expectations can help researchers evaluate various approaches to estimating
the cost of equity capital, make appropriate adjustments to the forecasts, or choose subsamples

where the critical assumption of similar analyst and market expectations most likely holds.

3.4 Market and analyst inefficiency

% We are grateful to Jake Thomas for discussions leading us to this insight.
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A number of studies have examined analysts’ forecasts as a means to understanding the
broader issue of whether investors efficiently respond to new information.” Analysts have long
been seen as sophisticated processors of financial information who are less likely (compared to
naive investors) to misunderstand the implications of financial information. Thus evidence of
inefficient information processing by analysts is seen as strong evidence of overall inefficiency
by market participants. A second reason to examine analyst forecasts for possible biases is that
evidence of market inefficiency based on “abnormal” stock returns is always open to the
criticism that the expected return benchmark used in measuring abnormal returns may be
misspecified (Fama 1998). Analyst forecasts do not suffer from benchmark issues and thus

provide a neat avenue for studying general market inefficiencies.

3.4.1 Short-term forecasts

Kang et al. (1994) examine the rationality of analyst forecasts for a given quarter over
different time horizons. Their purpose is to understand whether analysts follow similar forecast
rules across different forecasting horizons. Their results, based on Value Line forecasts over
multiple quarters from 1980-1985, indicate that the coefficient relating forecasts to actual
garnings is significantly less than one in all horizons. More importantly, the coefficient increases
as the forecast horizon decreases. They interpret this evidence as inconsistent with analysts
following a uniform prediction model over different horizons. They also carefully rule out the
possibility that the differing relation between forecast and actual earnings over time is driven by

an adaptive process that adjusts to new information. They conclude that the observed forecasting

T if analysts efficiently revise their forecasts in response to a piece of new information, then the error in their
revised forecasts should be unrelated 1o that information. A positive (negative) relation between the information
item and the revised forecast error will imply under {over) reaction by analysts with respect to that piece of
information,
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behavior of analysts is more likely because of incentive issues (Dugar and Nathan 1995) or due
to cognitive/processing biases.

Elliott et al. (1995) examine sequential forecast revisions of IBES analysts and find that
analysts underweight new information, which leads to a systematic positive relationship between
their earnings forecast revisions and subsequently realized forecast errors. They find that this
positive association between intra-year revisions and year-end forecast errors persist even after
controlling for other known factors that affect the forecasting environment such as earnings
persistence, analyst forecast dispersion and prior stock price changes.

Easterwood and Nutt (1999) attempt to reconcile conflicting conclusions in prior research
of analyst overreaction (De Bondt and Thaler 1990), as well as analyst underreaction to past
earnings information (Abarbanell and Bernard 1992). They hypothesize and find that
inefficiency in analyst forecasts is not characterized by uniform overreaction or underreaction to
information, but is more appropriately described as general optimism. Specifically, analysts
seem to overreact (underreact) to good (bad) news in prior year earnings, consistent with
incentive-based explanations of analyst optimism (Lin and McNichels 1998; Dugar and Nathan
1995). While the finding of analyst optimism in Easterwood and Nutt is consistent with
incentive-driven analyst behavior, the sensitivity of their results to truncation rules suggests the
need for future research on this issue.*®

Dechow et al. (1999) find that analysts fail to fully take into account the mean-reversion

of abnormal earnings in their year-ahead earnings forecasts. They find weak evidence that the

* Some papers point out that the findings in Easterwood and Nutt do not appear to be robust and are sensitive to
how outliers are handled (see, Ahmed et al. 2000, Mikhail et al. 2003). Abarbanell and Lehavy (2003) also caution
that tests of over/underreaction by analysts are affected by the distributional properties of analyst forecast errors. In
a recent working paper, Gu and Xue (2003) argue that in the presence of high uncertainty, analyst overreaction to
extreme good news is rationat (rather than a result of cognitive bias). They report that extreme earnings news,
whether good or bad, are associated with higher earnings uncertainty. The overreaction to good news documented
by Easterwood and Nutt (1999) disappears when they control for the resulting earnings uncertainty.
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systematic error in analysts’ forecasts is also reflected in stock prices, suggesting that investors
do not adjust for the predictable errors in analysts’ forecasts. Ettredge et al. (1995) find that
analysts’ forecast revisions partially adjust for transitory effects of earnings misstatements even
before those misstatements are announced. Analysts’ forecast revisions around announcements
of earnings containing (unknown at the time) earnings overstatements appear to effectively
adjusted for an estimated 27% of the overstatement amounts. The authors attribute this result to
analysts’ gathering other information that causes them to doubt the persistence of the overstated
earnings numbers, In contrast to Ettredge et al., Bradshaw et al. (2001) find evidence suggesting
that analysts do not fully adjust their forecasts for transitory working capital accrual components
of earnings. Specifically, they find a significant negative relation between annual working
capital accruals and errors in subsequent consensus analyst forecasts of next vear’s earnings.
Elgers et al. (2003) extend Bradshaw et al. by evaluating whether analysts’
underestimation of the transitory component of current accruals is as severe as the underestimate
reflected in market prices. They find that analysts’ forecasts can explain at most about 40% of
the market’s apparent underestimation of the transitory component of current accruals. Thus,
analysts at least partially (and more effectively than investors) recognize the difference in
persistence of accruals and cash flow components of earnings. Furthermore, the study’s estimate
of analyst inefficiency is probably overstated, because the forecast variable is the consensus
forecast from the I/B/E/S summary file released in April of the year following the fiscal year
containing the accruals variable. Given typical March 10-K filing dates for 12/31 yearend firms,
many forecasts in the consensus may not have been updated in light of the financial statements
containing the accruals variable that is the subject of the study, and this effect is exacerbated by

the study’s focus on firms with low analyst coverage.
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Burgstahler and Eames (2003) study the degree to which analysts successfully anticipate
earnings management. The paper develops a conceptual framework where analysts must
estimate the point at which it becomes cost effective for firms with premanaged earnings falling
below zero to manage earnings upward to avoid reporting a loss. If the analyst believes the firm
is at or above this point, then the analyst should forecast earnings at or barely abave zero,
Ditferent firms have different threshold points where it becomes cost effective to manage
earnings to avoid reporting a loss, and analysts are faced with the daunting task of identifying
this point on a firm-by-firm basis. The results indicate that the distributions of both forecasted
and actual earnings contain a disproportionate number of observations at or barely above zero.
This suggests that firms manage earmnings to avoid losses, and analysts anticipate this behavior.
However, the distribution of forecast errors indicates that forecasts are systematically pessimistic
at zero reporfed earnings and systematically optimistic at zero forecasted earnings, Thus,
analysts do not accurately identify which firms will and which firms will not successfully
manage earnings to avoid losses.

Burgstahler and Eames” resuits suggest a number of avenues for further research. First, it
would be interesting to learn more about whether and how analysts attempt to identify firms that
will, or will not, manage earnings to avoid losses. Second, it would be interesting to explore the
reasons why firms apparently cannot simultaneously manage earnings and guide forecasts.
Third, as noted by the authors, “future research might examine whether alternative forms of
earnings management ... are also reflected in analysts’ forecasts,” For example, Shane and
Stock (2006) investigate whether analysts successfully anticipate income effects of incentives for

firms to manage earnings in order to take advantage of declining statutory tax rates.
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Gu and Chen (2004) hypothesize that if analysts effectively identify temporary
components of earnings, then the non-recurring components that they choose to exclude from
their forecasts and actual earnings reports will have less persistence and lower price-multiples
than non-recurring earnings components that they choose to include.”® The study’s data
(spanning 1990-2003) come from the First Call actuals database footnotes, which explicitly
describe the items analysts identified as non-recurring and which of these items analysts chose to
include and exclude from actual quarterly earnings. It appears that First Call generally obtains
its list of potentially non-recurring items from management press releases and then decides
which management-identified non-recurring items to include and which to exclude. These
decisions conform to the majority views of analysts following the company in that firm-quarter.
First Call asks analysts forecasting an earnings number inconsistent with the majority view to
adjust their forecasts for the inconsistency. If these analysts do not adjust their forecasts, they
are dropped from the database (these drop decisions have implications for consensus forecasts
derived from the database and await future research). The results of the study indicate that the
non-recurring items First Call chooses to include in actual earnings have greater persistence and
higher valuation multiples than excluded items. Furthermore, the authors infer that these higher
valuation multiples seem appropriate as neither the included nor the excluded items are
associated with future abnormal returns. However, as Bradshaw and Sloan (2002) point out, if
special items do indeed explain a large portion of the differences between Street and GAAP

earnings, then the evidence in Burgstahler et al. (2002) that the market does not efficiently

** Gu and Chen build on Bradshaw and Sloan (2002) which documents a dramatic increase between 1985 and 1997
in: the excess of Street over GAAP EPS; earnings press release emphasis on Street (or pro-forma) earnings;
frequency and amount of negative special items included in company’s income statements; the degree to which
these special items explain the difference between GAAP and Street earnings; annual £PS growth rates computed
with reference to Street versus GAAP EPS; and the sensitivity of stock price changes to Street relative to GAAP
earnings numbers, The authors interpret their evidence to suggest that managers have taken a proactive role in
reorienting the investment community in general and analysts’ forecast tracking services in particular towards a
focus on Street-based versus GAAP-based EPS performance measures,
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incorporate negative valuation implications of special items is inconsistent with Gu and Chen’s
analyst market efficiency conclusion.

The results in Gu and Chen raise an interesting question. As the authors point out, the
items analysts choose to exclude, while less persistent and value relevant than included items,
still have statistically significant price multiples and are significantly related to future earnings.
Furthermore, the persistence and price-multiples associated with included “non-recurring” items
are less persistent and have lower price-multiples than “core earnings” which conforms closely
to management’s view of pro-forma earnings. How and why analysts draw the line in including
some items and excluding others remains an issue for further research.

While a number of studies examine analyst efficiency with respect to a firm’s own past
time-series of earnings, other research has focused on non-earnings information for thelﬁrm
and/or information external to the firm, Bartov and Bodnar (1994) examine whether analysts
adequately account for past exchange rate changes in their quarterly earnings forecasts. They
report that errors in IBES analyst forecasts are negatively related to the lagged change of the
trade-weighted value of the dollar, consistent with analysts not fully adjusting their forecasts for
past exchange rate changes.

Abarbanel! and Bushee (1997) examine how analysts use other financial information
found to be relevant for predicting future earnings. They use nine accounting related
fundamental signals available from annual financial statements and identified in Lev and
Thiagarajan (1993). These signals include commonly used ratios in financial analysis such as
changes in receivables compared to changes in sales. AB first examine how the non-earnings
financial information relates to one and five-year ahead earnings changes and in a second step

study how IBES analyst forecast revisions (from 1983-1990) and revised forecast errors are
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related to the information. They find that some of the signals are related to year-ahead earnings
changes and five-year growth in earnings, even after controlling for the effect of current year’s
change in earnings. Financial analysts seem to revise their year-ahead forecasts consistent with
the information in the fundamental signals. However, even after the revision, analysts’ earnings
forecast errors are related to the fundamental signals in similar fashion as the year-ahead
earnings changes, suggesting that the revisions do not fully incorporate the information about
future earnings contained in these signals. Interestingly, they find that once underreaction to the
non-earnings financial information variables is controlled for, previously documented analyst
underreaction to aggregate earnings changes in the previous year (Ali et al. 1992), is no longer
evident in the data. Long window returns (-11, +1; 0 is the earnings announcement month) are
associated with both the fundamental signals and the analyst forecast revision consistent with
investors adjusting for the information contained in the fundamental signals that are not fully
impounded in the analyst forecast revision. Abarbanell and Bushee (1998) follow up on AB and
find size-adjusted abnormal returns of 13.2% over 12 months following formation of portfolios
of stocks based on the predictions of the nine fundamental signals used in AB. This finding is
consistent with investors, much like the analysts in AB, not fully recognizing the information
contained in the fundamental signals.

Shane and Brous (2001) re-examine Abarbanell and Bernard’s (1992) finding that serial
correlation in analyst forecast errors (i.e., analyst inefficiency) explains part of the post earnings
anncuncement drift. They find that analysts seem to use non-earnings-surprise information to
correct their underreaction to past earnings and that not controlling for this information

overestimates the market’s underreaction to the prior quarter’s earnings news. They conclude
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that a larger portion of the post-earnings-announcement and post-forecast-revision drift is
attributable to inefficiency in analysts” forecasts than documented in prior research.

Chaney et al. (1999) examine the effect of restructuring charges on future analyst forecast
revisions and revised forecast errors. They find that even though IBES analysts revise their one-
and two-year ahead forecasts downward following a restructuring charge, their revisions do not
fully take into account the overall negative signal from the restructuring charge, Forecast errors
after the revision are still negative, suggesting that analysts continue to be optimistic regarding
the earnings of firms that have recently taken restructuring charges.

Ramnath (2002) examines analysts’ forecast revision activities following the first
earnings announcement in an industry. He finds that analyst forecast revisions for firms that are
yet to announce quarterly earnings do not fully reflect the information from the first
announcement in the industry. This underreaction to information from other firms leads to
predictable stock price reactions around the earnings announcements of the later announcers.
Tkenberry and Ramnath {(2002) reexamine the well documented long run pesitive drift in stock
prices following stock splits. They confirm previous findings of positive abnormal returns to
firms in the year following the stock split announcement (Tkenberry et al. 1996; Desai and Jain,
1997). More importantly, they find that the abnormal returns following split announcements are
not spurious, but are at least partially attributable to a gradual positive revision in analysts’
earnings forecasts in the months following the announcement.

Teoh and Wong (2002) examine whether analysts systematically misinterpret information
in abnormal accruals, Using IBES forecast data they find that analysts tend to over estimate the
earnings for stock-issuing firms that have abnormally positive accruals in the year preceding the

stock issue. Investors seem to buy into these lofty analyst expectations and subsequent
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correction of this overoptimism, leads to underperformance in the returns of issuers over the next
four years. While not the focus of their study, TW also find similar analyst behavior in non-
issuing firms. Louis (2004) similarly finds that analysts do not completely adjust their post-
merger forecasts for acquiring firms’ aggressive accrual behavior in the quarter prior to a stock-
for-stock acquisition. Results from both studies suggest that even sophisticated financial
statement users, like financial analysts, generally fail to recognize the lower persistence of
abnormal accruals.

Systematic errors in analysts’ earnings forecasts documented thus far could be the
product of analyst incentives (i.e., may be rational) or could be attributed to inefficient
processing of information by analysts. We defer discussion of research in support of these

arguments to section 3.5.

3.4.2. Long-Run Forecasis

Unlike short-term forecasts, where the evidence is mixed as to whether analyst forecasts
can be characterized as an underreaction to information, or as overall optimism, there is general
consensus that long-term growth forecasts are, on average, overly optimistic, La Porta (1996)
finds that firms with high (low) analysts” long-term growth forecasts are associated with negative
(positive) future returns in subsequent periods. He interprets this as evidence that analysts’
systematic misestimation of future growth explains returns to contrarian strategies. Dechow and
Sloan (1997) report that analysts’ forecasts of long-term earnings growth are, on average, twice
as high as the (ex post) realized growth in earnings. Stock prices initially seem to reflect this
optimism in forecasted growth which explains a significant portion of the returns to contrarian

strategies. Doukas et al. (2002) report that the year-ahead forecast errors and revisions for high
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and low book-to-market firms do not support the argument of naive extrapolation of growth by
investors put forth in La Porta (1996). However, their principal focus is on near-term (year-
ahead) forecasts and not on systematic differences in long-term growth forecasts across the
different book-to-market groups., Chan et al. (2003) also provide evidence consistent with overly
optimistic analysts’ forecasts of long-term growth.

Subsequent research has also documented analyst optimism in growth forecasts in
different contexts and various sub-groups of analysts. Rajan and Servaes (1997) study analyst
following and analyst forecasts in the context of initial public offerings (IPOs). Using data from
IBES, they find that analysts’ long-term growth forecasts are incrementally optimistic for [PO
firms than for peer firms (in the same industry). Interestingly, they also find that when analysts
are over-optimistic about growth prospects, more firms come to the market. Thus, firms seem to
take advantage of prevailing optimism about their prospects and strategically time their stock
offering. Future period returns are lower as investors begin to realize that the long-run growth
expectations are unlikely to be achieved.

Purnanandam and Swaminathan (2004) find that IPO firms with high price-to-value
(P/V) ratios have higher first-day returns, but significantly lower returns than low P/V firms in
the long-run.”® Analysts’” growth forecasts of high P/V firms are much more optimistic than low
P/V firms whereas realized future sales growth is no different between the two groups by the
fifth year after the IPO. They conclude that investors seem to place too much weight on the
{optimistic) growth forecasts of the high P/V firms and too little weight on their current
profitability. Dechow et al. (2000) examine both IPOs and seasoned equity offerings and find

analyst optimism in long-term growth forecasts for both types of equity offerings. More

" P is the offer price of the IPO. Three different measures of V are computed based on sales, EBITDA and earnings
multiples of non-IPO industry peers.
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importantly, they find that analysts employed by lead underwriters are the most optimistic and
the long-run underperformance of new equity issues is related to this over-optimism.

Analysts’ forecasts of long-run growth have also come under increased scrutiny with the
increasing popularity of the residual income model (Ohlson 19953). Frankel and Lee (1998) use
analyst forecasts of annual earnings and long-term growth to compute measures of firm value
applying the residual income methodology proposed by Ohlson (1995). They report that the
ratio of firm value (Vy) to prevailing market prices (P) is a good predictor of future returns.
Specifically, firms with high (low) V4P ratios outperform (underperform) the market over the
next three years suggesting that investors do not fully utilize the information available in analyst
forecasts of future earnings and growth. Frankel and Lee also find that analysts make predictable
errors in their longer term (three-year ahead) forecasts; specifically, analysts are overly
optimistic in their three-year ahead earnings forecasts for high market-to-book (proxy for
growth) firms, and firms with high past sales growth (consistent with Lakonishok et al. 1994).
Correcting for these predictable errors leads to additional returns (over and above the V¢/P
strategy) over the following three-year period, suggesting that investors fail to correct for
predictable errors in analysts forecasts.

Ali et al. (2003) carefully examine whether the V/P anomaly documented by Frankel and
Lee (1998) can be explained by VP capturing unknown risk factors. They find that even after
controlling for known measures of risk (such as B/M, size, stock return volatility, financial
distress), the V¢/P strategy yields positive abnormal returns over a three-year period after
portfolio formation. Further, a portion of the V¢/P returns are concentrated around subsequent
earnings announcements which also suggests that the V¢/P strategy is more likely related to

information rather than a premium for systematic risk. Billings and Merton (2001) also report
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systematic biases in analysts® long-term growth forecasts. Specifically, they find a positive
relation between lagged price changes and analysts” long-term growth forecast errors.

Bandyophadhyay et al. (1995) find that about 60% of the variation in Value Line’s price
forecasts can be traced to their 3-5 year earnings forecasts. Considering the importance of long-
term forecasts to firm value (and stock prices), there has been surprisingly little research on
individual analyst forecast accuracy with respect to long-term forecasts. Further, as Dechow et
al. (2000, 6) note “analysts are frequently evaluated on the accuracy of their buy-sell
recommendations and annual earnings forecasts, but not on their long-term growth forecasts.”
Thus, both the market place and researchers have largely ignored factors that affect long-term
forecast accuracy of individual analysts. Identifying analysts who consistently provide more
accurate fong-term growth forecasts is an interesting avenue for future research. This should
also be appealing to investors given the research findings (mentioned above) that suggest a
significant amount of mispricing attributable to overly optimistic long-term growth forecasts.
Future research could examine if some of the same characteristics determined by prior research
to be associated with superior short-term forecasters (e.g., Clement 1999) also apply to analysts
who are more accurate with their long-term forecasts.
3.4.3. Market inefficiency with respect to analysts’ forecasts and recommendations

Chan et al. (1996) find that a moving average of the forecast revision for the last six
months is a good predictor of firms’ returns over the next 6-12 months. This relation between
past earnings forecast revisions and future returns persists even after controlling for recent price
momentum and prior quarter’s unexpected earnings. Their findings are consistent with a market
in which analysts are slow to revise their expectations and investors are even slower in

responding to both actual and forecasted earnings. Elgers et al. (2001) examine whether the
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sluggish response of investors to analysts’” earnings forecasts is related to characteristics of firms’
information environment. Using early-in-the-year forecasts, they show that the market is slow to
react to analyst forecasts for thinly followed firms, which leads to predictable returns in the
following months. Elgers et al. provide evidence that the market generally places lower weight
on the analyst forecast than warranted; however, the delayed market reaction is most pronounced
for firms with low analyst following. This is consistent with information flow to, and
assimilation by, the market being slower for thinly followed firms.

Gleason and Lee (2003) find that investor underreaction to analysts’ earnings forecast
revision is related to the boldness of the forecast. Specifically, they find that the drift in stock
prices following forecast revisions are of higher magnitude (in the same direction as the revision)
for high-innovation revisions as opposed to low-innovation (or herding) forecasts. Further, the
drift is lower for high-innovation revisions of All-Star analysts, suggesting that investors seem to
underreact more to bolder forecasts from equally aceurate, but lesser known, analysts.

Consistent with slower dissemination of information for thinly followed firms, Gleason and Lee
also find that the drift is stronger for firms followed by fewer analysts. A significant portion of
the drift is concentrated around the next six forecast revisions and subsequent earnings
announcements consistent with investors delaying their responses until further confirmation of
the information already provided by analysts’ forecast revisions.”!

Barth and Hutton (2004) use the information in past accruals and analyst forecast
revisions to study their combined effect on future returns. Previous research had documented

abnormal returns to trading on past accruals (e.g., Sloan 1996) and earnings forecast revisions

31 Clement and Tse (2005) find that bold forecast revisions exhibit less underreaction in the sense that they are less
correlated with forecast errors. Based on this finding, they suggest that the result in Gleason and Lee of bold
forecasts being associated with more delayed reaction around earnings announcement dates may not be because the
analyst under-revised, but more likely because the market does not quickly respond to the analyst revision.
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(e.g., Chan et al. 1996). Barth and Hutton find that buying and holding (selling short) stocks that
have the lowest (highest) accruals in the prior period and positive (negative) forecast revisions of
current year earnings, yields returns of 28.5% over the next year. The combined return is
significantly greater than the return to either the accruals or the forecast revision strategy in
isolation. Approximately one-half of the annual returns is concentrated around earnings
announcements, again suggesting that investors miss the information conveyed by accruals and
reinforced through analyst forecast revisions.

Investors have also been shown to be slow in responding to analysts’ stock
recommendations. Barber et al. ( 2001) revisit Womack’s (1996) finding that stock
recommendations of analysts are associated with abnormal returns both around the
recommendation period and in the subsequent six (one) months for downgrades (upgrades).
They use a calendar time strategy and find significantly positive abnormal returns in the post
recommendation period to portfolios formed on the basis of analysts’ consensus
recommendations drawn from the Zacks Investment Research database. However, in additional
tests Barber et al. find that implementing trading strategies based on analysts’ stock
recommendations involve frequent reshuffling in the portfolio (turnover of over 300 percent
annually) which negates the abnormal returns that can be earned through the strategy. However,
they use recommendations of all analysts in their analysis and caution that there may be other
strategies that could produce abnormal returns net of transaction costs (for example, picking
recommendations of analysts/brokerage houses that have superior past performance).

Mikhail et al. (2004) explore this issue. Specifically, they examine whether analysts’
whose recommendations yielded positive returns in prior periods, command more attention from

investors (i.e., elicit bigger price reactions) when they recommend stocks in the future. They
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find that both the market reaction around the recommendation change as well as the post-
recommendation drift are higher, in the direction of the recommendation change, for superior
analysts (based on past performance). While the abnormal returns to taking a long (short)
position in upgrades (downgrades) of analysts with the best prior performance yields positive
abnormal returns, it is insufficient to cover round-trip transaction costs. Thus, Mikhail et al. find
no evidence in support of one of the conjectures in Barber et al, (2001) that differentiating
between analysts may alter their conclusions regarding trading on analyst recommendations.
As discussed in this section, it is fairly well accepted in the literature that the market is
slow in responding to analysts’ earnings forecast revisions and stock recommendations. Some
studies contend that exploiting this market inefficiency is unprofitable because of transaction
costs. However, it is still intriguing that investors continue to systematically underreact to a
direct signal, like analysts’ recommendations and revisions, despite numerous research studies
having consistently documented this phenomenon over a number of years.32 Explaining such

(continued) anomalous behavior on the part of investors is a challenging task for future research.

3.5 Analysts’ incentives

This section discusses research investigating effects of analysts’ incentives on analysts’
decision processes and the properties of their forecasts and recommendations. Early work in this
area documents what appears to be underreaction in analysts’ earnings forecasts and optimism
bias in their forecasts and recommendations (e.g., Brown et al. 1985, O’Brien 1988, Womack

1996). Recent work focuses on economic incentives (and/or psychological judgment errors) that

** Givoly and Lakonishok {1979) is one of the earliest studies to document predictable stock returns following
analysts® earnings forecast revisions.



might create analyst optimism and underreaction. In addition, recent research investigates the

impact of management incentives and communications on analysts’ forecasts.

3.5.1 Incentives affecting analyst effort and accuracy

Stickel (1992) finds evidence suggesting that forecast accuracy is an important variable
influencing Institutional Investor’s selection of All-American analysts. Recent studies confirm
the link between reputation and forecast accuracy and more broadly identify forecast accuracy as
an important variable affecting analysts’ careers. For example, Mikhail et al. (1999) find an
inverse relation between turnover and analyst forecast accuracy, relative to the accuracy of other
analysts covering firms in the same industry. Hong, et al. (2000) confirm that result and also
find that forecast accuracy is directly related to the likelihood of promotion, especially for less
experienced analysts, However, controlling for forecast accuracy, less experienced analysts are
more likely to be fired for being bold (i.e., deviating from the consensus). Thus, less
experienced analysts have incentives to trade off some accuracy and timeliness for the safety of
being close to the consensus. One interpretation of these results is that analysts gain experience
by watching the consensus, while at the same time testing their own models privately. Once they
become confident in their own models, they become bolder and attempt to lead rather than
follow the consensus. Future research might investigate the descriptive validity of this
interpretation,

Recent theoretical and empirical research establishes a link between analyst effort and
optimism. McNichols and O’Brien (1997) provide evidence suggesting that analysts tend to

cover firms for which they genuinely have optimistic views.”® Analysts also expend more effort

# MeNichals and O’Brien rely on data from Research Holdings, Ltd., a proprietary database providing individual
analyst stock recommendations, annual earnings forecasts, and actual EPS data, along with (particularly relevant to
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covering these firms and, therefore, forecast accuracy improves with optimism. McNichols and
O’Brien find that when analysts initiate coverage of a stock their forecasts and recommendations
are relatively optimistic, but that optimism is justified by actual results, and Branson et al. (1998)
find evidence of significantly positive abnormal returns at the time of coverage initiation
announcements. McNichols and O’ Brien also find that the most recent forecasts and
recommendations of analysts dropping coverage tend to be relatively low but overly optimistic
when viewed from the perspective of the subsequent information that causes the analysts to drop
coverage. Including these outdated forecasts and recommendations in a consensus creates the
appearance of overly optimistic analysts. In other words, the negative views of analysts
dropping coverage (or failing to update) are censored, leaving a distribution with optimistically
biased consensus forecasts. Overall, the study’s evidence suggests that analysts’ economic
incentives create an asymmetry that leaves firms for which analysts have unfavorable views with
less analyst following, less analyst scrutiny and less accurate earnings forecasts.

The results in McNichols and O’Brien (1997) confirm predictions in the theoretical
model developed in Hayes (1998). Given the model’s assumptions that a risk averse investor
refies on an analyst for information and pays commissions to the analyst’s brokerage house, the
analyst has more incentive to gather and report information about securities that the analyst
expects to perform well. The driving force behind the model is that, ceteris paribus, precision
increases present values and, therefore, providing more precise information to support buy (sell)
recommendations increases (decreases) investors’ incentives to buy (sell) shares. Many of the
model’s predictions are borne out in the results reported by McNichols and O’Brien. However,

some of Hayes’s predictions await empirical testing. For example, she predicts that the effect of

their study) detailed information indicating the timing of analysts” decisions to drop coverage of a security. The
sample includes approximately 500 analysts chosen randomly from a group of about 1,800 analysts meeting the data
requirements of the study, and the sample time-frame spans 1990-94,
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asymmetric benefits associated with providing more precise information to support buy (versus
sell) recommendations should increase with the extent to which investors already own shares of
the stock, which in turn should increase with the size of the followed firm and the
extent/influence of analysts’ recent buy recommendations. Hayes also predicts that the
asymmetry should increase with short selling restrictions on the stock and the dispersion of
ownership among investors.

The evidence in McNichols and O’Brien and theory in Hayes (1998) could help explain
the role of financial analysts in the Hong, et al. (2000) tests of Hong and Stein’s (1999) “gradual
information diffusion” theory of market inefficiency. Consistent with this theory, Hong et al.
hypothesize and find that returns momentum increases with decreases in analyst following
(which proxies for the speed of information diffusion across investors). The study also
documents “an interesting regularity™: the effect of low analyst coverage on returns mementum
is most pronounced in stocks that are past losers. The authors speculate that this regularity is due
to managers having less incentive to quickly publicize bad news and therefore low analyst
coverage more severely restricts the flow of bad news. Hong et al.’s results are also consistent
with: Hayes’s (1998) theory and McNichols and O’Brien’s empirical results suggesting that
analysts expend less effort in their coverage of bad news stocks; and Hayes and Levine’s (2000)
evidence that the market does not appear to adjust its expectations for the selection bias
documented by McNichols and O’Brien. Thus, the incentives deseribed by Hayes {1998), when
combined with the results in Hong et al. (2000), McNichols and O’Brien (1997) and Hayes and
Levine (2000), contribute to the thleory of returns momentum developed in Hong and Stein

(1999). Further research is needed to understand the role of financial analysts in theories of
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market inefficiency described in Hong and Stein (1999} and other behavioral finance studies,

such as Barberis et al. (1998) and Daniel et al. (1998}.34

3.5.2 Optimism bias?

In contrast to the theories described above, where forecast optimism arises endogenously
from analyst coverage decisions, some prior research suggests that analysts may strategically add
optimistic bias to their forecast reports. We first summarize research regarding whether, in fact,
forecasts are generally optimistic and then discuss studies attempting to explain relative forecast
and recommendation optimism including: rational responses to incentives including the need to
curry favor with managers in order to maintain the supply of information and stimulating
investment banking business and trading commissions.

Though researchers routinely assert that analyst forecasts are optimistic (e.g., research
reviewed by Brown 1993), the evidence supporting overall optimism is contextually confined
and sample-period specific.*> The following overlapping factors contribute to conclusions
regarding overall bias: (1) the sample period considered, (2) whether the mean or median
forecast is used as evidence (and, related, treatment of outliers), (3) the forecast horizon, (4) the
realization employed to determine optimism (actual data), and (5) the conduct of statistical tests

establishing bias.

* Barberis, et al. (1998) and Daniel, et al, (1998) provide theories of market inefficiency assuming psychological
biases affect market prices. Friesen and Weller (2006} develop a mode! of behaviorally biased analyst forecasts due
to overconfidence and cognitive dissonance of individual analysts. Further empirical, theoretical and experimental
research is needed to determine whether analysts' forecasts reflect psychological biases, and whether these biases, in
turn, affect market prices.

* Abarbanell and Lehavy (2003, 142) note that “[a]fter four decades of research on the rationality of analysts’

forecasts if is somewhat disconcerting that the most definitive statements observers and critics of earnings
forecasters appear willing to agree on are ones for which there is only tenuous empirical support.”
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Recent sample periods do not provide compelling support for forecast optimism. Brown
(2001) notes that median forecast errors have decreased over time from slightly negative
(optimistic) to zero to slightly positive (pessimistic) for all types of earnings (profits, losses, and
zero net income) over the 1984-1999 time period. Similarly, Richardson, et al (2004) study an
apparent walk-down in analyst forecasts to beatable targets and show that median price-scaled
forecast errors are not optimistic within four months of announcement dates for sample periods
from 1992-2001 using annual data (likewise, there is no apparent optimism using quarterly data
from any bi-weekly horizon after 1991). Ramnath, et al (2005), using data from 1993-97
compare Value Line and IBES quarterly forecasts and note that while mean forecast errors from
Value Line are negative (optimistic), errors resulting from consensus forecasts constructed from
the IBES detail file are not different from zero. They report that median forecast errors are
positive (pessimistic) using either Value Line or IBES.

The aforementioned studies evidencing a change over time tend to reference median
forecast errors or distributions as opposed to the mean forecast errors. Abarbanell and Lehavy
(2003) consider the distribution of forecast errors using Zacks data from 1985-1998 and report
that two relatively small asymmetries drive conclusions regarding overall bias, which can
alternatively be interpreted as supporting optimism, pessimism, or no bias (see section 3.7 for a
detailed discussion). Evidence also supports a strong positive relation between optimism and
forecast horizon. Longer-horizon within-quarter and, particularly, within-year forecasts (which
exclude consideration of interim realizations) are optimistic (Kang, et al 1994). However,

forecasts made closer to earnings announcement dates do not appear to be optimistic and, as
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above, in recent periods appear to be slightly pessimistic.”® Richardson, et al (2004) provide
evidence of a walk-down pattern: forecasts tend to be optimistic at the beginning of the forecast
horizon and approach realizations from above, ultimately ending slightly below reported EPS.
This pattern is apparent across their sample sub-periods (1984-2001),

The forecast target proxy can also influence conclusions regarding overall optimism. For
example, Keane and Runkle (1998) and Lim (2001) use Compustat actual EPS and truncate
observations based on the magnitude of special (non-recurring) items,”” Keane and Runkle are
unable to reject unbiased forecasting with respect to bias only when 1) observations are truncated
based on the magnitude of price-scaled non-recurring charges, and 2) standard errors are
estimated using GMM which accounts for the presence of correlation across analysts® forecast
errors.”® Another challenge with use of benchmarks, as noted by Abarbanell and Lehavy (2003),
is that analysts may not be expected or motivated to forecast the managed portion of the reported
oulcome,

In sum, conclusions regarding overall bias in analyst forecasts are subject to a variety of
caveats. Forecasts appear to be trending toward pessimism and factors such as the staleness of
the forecast, the actual data used, treatment of outliers, and how bias is assessed and tested must
be considered before defensible assertions can be made. Another stream of literature seeks to
ascribe explanations for relative optimism or pessimism. These explanations fall into two broad
categories: 1) strategic optimism to improve management relations, and 2) potential biases

caused by incentives.

* [.g., Brown (2001) uses the most recent individual forecast and Richardson et al. (2004), note that median price-
scaled forecast errors pravide no evident optimism within four months of announcement dates using annual data,
though longer-horizon forecasts appear optimistic.

" IBES, First Call, and Zacks all purportedly remove these items from their reported actuals and, while researchers
can never be certain that individual analysts attempt to forecast the reported outcome from these databases, using
database-defined outcomes appears to be a superior approach o estimating forecast errors.

* Based on arguments above, they were otherwise likely to reject rationality because their forecasts are relatively
stale and the sample period largely predates the aforementioned distributional shift.
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Francis and Philbrick (1993) develop a story and test the prediction that to cultivate
management relations, analysts report optimistic forecasts. Using Value Line data, they provide
evidence that less favorable stock recommendation are accompanied by relatively optimistic
forecasts for the same securities. Francis and Philbrick conclude that focus on forecasting
earnings in a multi-task environment is misguided to the extent that interaction among activities
influences forecasting decisions. Motivated by Francis and Phibrick, Das, et al (1998) argue that
analysts have increased incentive to issue optimistic forecasts to curry favor with management in
an effort to obtain private information when the benefits of doing so are greatest (when earnings
are unpredictable). Using Value Line data, they find evidence consistent with this argument in
that forecast errors and measures of predictability are negatively correlated, controlling for other
factors.

Eames et al. (2002) replicate the Francis and Philbrick (1993) result with Zacks data and
find that the relationship between recommendation optimism and forecast optimism is reversed
when including actual earnings in the equation or when excluding extreme observations. They
conclude that their results are consistent with trade boosting.39 Similarly, Eames and Glover
(2003) find that the Das et al. (1998) result disappears with actual earnings included. Gu (2005)
suggests that including actual earnings as a control variable can bias the coefficient on the test
variable. Since forecast errors (the dependent variable) are defined as actual earnings minus
forecasts, Gu suggests that with actual earnings included again as an independent variable, the
coefficient on any other independent variable that is correlated with forecasts will be
mechanically affected regardless of forecast efficiency. However, Eames et al. (2002) and

Eames and Glover (2003) support their conclusions with alternative analyses that do not depend

* Fames et al, (2006) provide experimental evidence suggesting that cognitive biases lead to unintentially optimistic
{pessimistic) earnings forecasts in the wake of buy (sell) stock recommendations.
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on regression, and Eames et al. (2002) show that {without actual earnings on the RI1S) the
Francis and Philbrick (2003) regression analysis is not robust to exclusion of extreme
observations. Overall, biasing earnings forecasts upward to curry favor with management seems
tenuous since upward biased forecasts lead to negative forecast errors, and surely management
prefers to avoid negative earnings surprise. This issue warrants further theoretical, archival and
experimental research.

Lim (2001) draws on the management relations hypothesis to argue that historically
documented optimism is not irrational because unbiasedness does not necessarily correspond to
the “best” or most accurate forecast from the perspective of minimizing mean square error.
Analysts may trade off positive bias for improved accuracy resulting from access to better
information. Lim hypothesizes and finds that both firm and analyst characteristics correspond to
optimism. Firm size and / or analyst following reduce optimism and target-specific uncertainty
is positively related to optimism (proxies for demand for private information) whereas analyst
employer size reduces relative optimism. Hong and Kubik (2003) claim that career concerns are
a function of forecasting ability but controlling for accuracy, relative optimism in forecasts is
valued for promotions. For investment bank analysts, promotions / demotions depend relatively
more on optimism than accuracy.

Incentives related to attracting or maintaining underwriting relations and related to
trading commissions are possible causes of relative optimism. Lin and McNichols (1998)
explore the incentive impacts of underwriting business by studying earnings forecasts and
recommendations on firms making seasoned equity offerings from 1985-1994. They report no
evidence that short horizon earnings forecasts by affiliated analysts (those working for

underwriters or co-underwriters) are optimistic relative to unaffiliated analysts; however, they
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note that affiliated analysts issue relatively optimistic long-term earnings growth and stock
recommendations. Dugar and Nathan, (1995) using a small sample from an earlier era, find the
same result for recommendations, but report that analysts employed by target firm investment
bankers issue relatively optimistic forecasts of various horizons. Dechow et al (2000) find that
long-term earnings growth forecasts from underwriter analysts are significantly more optimistic
than those of unaffiliated analysts. Jackson (2005) argues that optimistic forecasts generate more
trading commissions for brokerage firms, but so does high reputation. As such, there is tension
between making unbiased forecasts to build reputation and issuing optimistic forecasts to
generate trading commissions. Jackson demonstrates that in equilibrium, forecast optimism can
exist.

Relatedly, Michaely and Womack (1999) find that in the month following the quiet
period after an IPO, lead underwriter analysts issue 50% more buy recommendations on IPO
firms than do unaffiliated analysts. However, as described in the previous section, distinguishing
optimistic bias from the issuer’s underwriter selection based on favorable predisposition toward
the issuer is difficult. Kadan, et al (2004) study whether the recent Global Analyst Research
Settlement appears to have affected recommendation and earnings forecast behavior of affiliated
vis-a-vis unaffiliated analysts. They conclude that affiliated-analyst recommendations remain
relatively optimistic, however the level of relative optimism decreased following the settlement,
and they suggest that residual relative optimism can be attributed to selection bias. Ljungqvist,
et al (2006) investigate whether analyst recommendation behavior is influenced by potential
underwriting business and report that recommendation behavior is influenced by economic
incentives, but that behavior is ineffective in gaining business. They suggest that analysts are

concerned about reputation capital and that aggressive recommendations are counterproductive.
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A number of recent working papers revisit and extend research related to incentives
affected by investment banking and brokerage refations. Because the previous results related to
relative earnings forecast optimism are mixed, the results of these studies are important. While
the studies differ in focus and execution, Cowen et al (2000), Jacob et al (2008), Agrawal and
Chen (2007), and Clarke et al (2006) all report that investment bank analysts issue relatively
pessimistic earnings forecasts. These results may differ from Dugar and Nathan (1998) because
of larger, more recent samples, and the inclusion of more conirol variables and because Dugar
and Nathan compare forecasts from analysts employed by the target’s underwriter to all other
analysts (as opposed to comparing analysts employed by investment bankers generally to all
others).*” Both Cowan, et al (2004} and Agrawal and Chen (2007) conclude that relative forecast
optimism is associated with brokerage activities."' However, Irvine (2004) reports that while
forecasts that differ from consensus generate significant brokerage trading, biasing earnings
forecasts does not. Irvine concludes that greater trading commissions are generated through
optimistic stock recommendations than via earnings forecasts.

Assessing absolute optimism in the context of recommendations is tenuous because there
is no corresponding, mutually-agreed upon “actual,” though empirically we observe a paucity of
“sell” recommendations (Lin and McNichols, 1999; Michaely and Womack, 1999). Approaches
to assess absolute recommendation optimism include comparing returns over intervals
contemporaneous with and/or subsequent to the recommendation date** and evaluating market

reactions for correspondence with the recommendation. For example, Lin and McNichols find

® However, Jacob, et al reach a conclusion similar to Lin and McNichols {1998) in that within the set of analysts
employed by investment banks, affiliated and unaffiliated analysts issue comparably optimistic forecasts.

% In an experimental paper using a small sample of financial analysts from one brokerage firm, Hunton and
McEwen (1997) report the opposite: an underwriter treatment group issues the most optimistic forecasts, then the
brokerage treatment group, and finally, the control group issues the least optimistic forecasts,

* In an efficient market, all the information in a recommendation should be immediately impounded in securities
prices, s0 the correspondence between fonger-run returns and recommendations (if any) may reflect market
inefficiency.
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that though the market reactions to affiliated and unaffiliated analyst “strong buy” and *buy”
recommendations are comparable, the reaction to “hold” recommendations is more negative for
affiliated analysts leading to the conclusion that the market interprets a “hold” recommendation
to mean “sell.” Malloy (2005) studies the influence of geographic proximity on incentives of
affiliated analysts. He replicates Lin and McNichols’ results, but notes that the relative optimism
ol affiliated analysts is concentrated in distant, not local, affiliated analysts and also concludes
that the negative market reaction to “hold” recommendations by affiliated analysts is prominent
for distant affiliated analysts. Michaely and Womack (1999) report that securities assigned
“buy” recommendations by underwriters under-perform “buy” recommendations from
unaffiliated analysts before, at, and after recommendation dates and conclude that underwriter
analysts are biased. Barber, et al (2007) report that while the abnormal return reaction to “buy”
recommendations is significantly stronger for independent analysts than for investment bank
analysts, the reverse is true for “hold” and “sell” recommendations (abnormal returns are more
negative for investment bank analyst recommendations). They find that the underperformance
related to “*buy” recommendations is concentrated in a period after the NASDAQ market peak,
suggesting that investment bank analysts were reluctant to downgrade stocks, consistent with the
Global Analyst Research Settlement. However, the underperformance applies generally to
investment bank analyst recommendations and is not confined to the ten investment banks
sanctioned as part of the settlement.** More research is needed to determine the causes of
relative optimism and pessimism in analyst forecasts and recommendations and how they relate

to analyst and firm incentives.

B Another cause of absolute optimism given little attention in the literature relates to cognitive biases of analysts.
For example, Sedor (2002) explores a non-rational explanation for forecast optimism in an experimental setting and
reporis evidence consistent with unintentional eptimism about prior loss firms due to how information is provided to
analysts by managers. She suggests that firms release information in a narrative manner causing scenario thinking
amang analysts, thereby inflating beliefs about the plausibility of future plans mapping to favorable outcomes.
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3.5.3  Underreaction

While a plethora of studies have suggested and investigated various incentives that might
create optimism in analysts’ earnings forecasts, relatively few have addressed potential economic
reasons for underreaction in analysts’ forecasts. Empirical research has documented what
appears to be underreaction in analysts’ earnings forecasts at least since Mendenhall (1991) and
Abarbanell and Bernard (1992) observed positive serial correlation in analysts” earnings forecast
errors, and since Givoly and Lakonishok (1979) and Brown et al. (1985) observed a relation
between forecast revisions and fagged changes in stock prices. Since underreaction was first
documented empirically, some papers explain the phenomenon as a result of psychological
biases in analysts’ judgments, and a few others attribute the phenomenon to analysts’ economic
incentives. We review some of this research below.

Studies of forecasting efficiency with respect to information about future earnings
generally rely on student subjects, and these studies generally view this as research design
strength rather than a weakness. For example, Maines and Hand (1996) study whether M.B.A.
students efficiently recognize the time-series properties of past quarterly earnings in forecasting
the next quarter’s earnings. They presented subjects with quarterly £PS data with seasonal first-
order autoregressive and fourth-order moving average terms of various strengths. In cases where
these terms were missing altogether, the time series conformed to a seasonal random walk. The

1y

authors summarize the results as follows: “... subjects overweighted the autoregressive
component when it was small or non-existent ... appropriately weighted it when it took on a

moderate value ... and underweighted it when it was large ... (subjects) correctly weighted (the

moving average term) when it was not present ... and underweighted it when it was present.”
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Thus, subjects apparently paid too little attention to the temporary component of the change in
earnings of the same quarter last year and understood the importance of the previous quarter’s
seasonal earnings change but were generally poor at distinguishing differences in it’s importance
between firms.

In a similar experiment, Calegari and Fargher (1997) found that business students
generally underweighted the earnings change at the first lag (by about 40%), and they found no
evidence that the students misweighted the earnings change at the fourth lag. Further research is
needed to resolve this mixed evidence on the nature of the failings of business students” earnings
forecasts to fully impound the time-series properties of quarterly earnings. One possibility is that
student subjects are not appropriate surrogates for trained financial analysts. Some of it is
evident from the results. For example, surprisingly, Calegari and Fargher (1997) find that
increased experience did not improve the forecasting ability of student subjects (unlike archival
findings as in Clement 1999 and Mikhail et al. 2003).* Future experiments could investigate
whether/how financial analysts with professional experience overcome whatever cognitive
limitations affect the students’ judgments, and whether economic incentives or psychological
biases are responsible for underreaction in professional analysts’ earnings forecasts.

Turning to economic explanations for underreaction, Trueman (1990) derives a
theoretical model from analysts’ incentives. In this model, investors and analysts begin with
unbiased expectations and analysts have three opportunities to update their forecasts before the
earnings announcement, The first and third opportunities reflect analysts’ private information,
and in the middle analysts can respond to a public information release. Analysts have either
strong or weak forecasting ability, and they are rewarded based on their forecasting reputations.

Investors assume analysts only issue forecasts when their private information justifies Bayesian

* Maines and Hand (1996) also do not find improvements based on experience (see their footnote 16).
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updates, so earlier updating signals greater ability to quickly develop/obtain useful private
information. Investors increase their prior probabilities that analysts have strong ability based on
both the timeliness and accuracy of analysts’ forecasts. In this scenario, weak analysts
sometimes rationally issue early forecasts even when private information does not justify a
change in the analyst’s true earnings expectations. In that case, since investors observe the weak
analyst’s first forecast and know analysts update their priors in a Bayesian manner, the weak
analyst must underreact to the public information in order to avoid revealing that s/he really did
not have substantive information on which to base the prior forecast. Thus, underreaction arises
out of analysts’ incentives to convince investors that they are skilled in timely development of
private information useful for predicting future earnings. Whether the equilibrium conditions
necessary for weak analysts to survive hold true in financial markets is an issue awaiting
empirical examination.”’

In contrast to Trueman (1990), Abarbanell (1991) suggests an economic explanation for
underreaction that does not depend on analysts misreporting their true expectations.

L9

Abarbanell’s explanation hinges on the idea that analysts’ “private information is more ecasily
inferred by investors if it is not combined with other signals whose information content is open
to individual interpretation (p. 164).” However, analysts’ incentives to provide useful (Mozes
2003) and accurate (Mikhail et al. 1999) forecasts suggest that they would want to include the
effects of all available information in their forecasts. Raedy et al. (2006) provide an economic

explanation for underreaction that does not require analysts to ignore public information. The

explanation hinges on analysts facing an asymmetric loss function, whereby analysts incur

% Trueman (1994) develops a different theoretical model that predicts underreaction (and herding). However, that
model assumes an earnings distribution with only four diserete outcomes, and the paper does not address the
limitations of this assumption. It seems that the underreaction predicted by the model should approach zero as the
number of possible earnings outcomes approaches a continuous distribution.
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greater (less) reputation cost of forecast error when the error has the opposite (same) sign as the
analyst’s prior earnings forecast revision. Given this asymmetry in the penalty for forecast
inaccuracy, analysts rationally underreact to information about future earnings (public and
private), and the underreaction increases with the uncertainty of the earnings distribution and the
asymmetric cost of forecast inaccuracy. Raedy et al. argue further that if market frictions (e.g.,
De Long et al. 1990, Slezak 2003) prevent the market from quickly unraveling analysts’
underreaction tactics, then investors taking trading positions consistent with the direction of
analysts’ earnings forecast revisions should earn abnormal returns on their trades. These
investors rationally prefer analyst underreaction and this preference could lead to the asymmetric
cost of forecast inaccuracy driving the underreaction. Future research might investigate whether
the nature of the analyst’s clientele affects underreaction. For example, does the percentage of
shares held by institutional investors with momentum trading strategies affect sell-side analyst
underreaction?

Ideas in Stickel (1989) and Mozes (2003) suggest a potential extension of the Raedy et al.
(2006) incentives-based explanation for underreaction. Stickel (1989) finds significantly
increased forecast revision activity shortly after earnings announcements. However, as pointed
out by Mozes (2003), competition to revise forecasts quickly after public information releases
comes at the cost of lower forecast accuracy. Analysts might strategically manage these costs
and benefits by releasing a forecast quickly in response to new information, but intentionally
revise less than their information suggests. Then after taking the necessary time to thoroughly
analyze the information, analysts release revised forecasts which, because of the previous
underreaction, most likely create a change in earnings expectations in the same direction as

implied by the previous revision. Given market frictions limiting arbitrage, investors taking
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trading positions consistent with timely analyst forecast revisions earn abnormal returns and
investors’ incentives line up with analyst underreaction. Thus, both investors and analysts may
be better off if analysts respond quickly to new information but with some restraint. Future
research might investigate whether underreaction occurs in response to incentives encouraging
analysts to trade off forecast accuracy for timeliness. More generally, continuing research is
needed to better understand how analyst’s economic incentives affect the timing, accuracy and

bias of their earnings forecast revisions.

3.5.4 Management Communications and Incentives to Guide Analysts’ Forecasts

In this section we describe research on management communications with analysts and
discuss managers’ incentives to guide forecasts and/or manage earnings to exceed forecasts.
Managers may communicate to analysts through formal corporate presentations, through
preannouncements of earnings, or informally by providing guidance. Clearly, there are strategic
aspects of management communication with analysts. For example, managers may use earnings
pre-announcements strategically to set mq)c:c:tations.46 Soffer et al. (2000) suggest that there is an
asymmetry in the tendency to preannounce earnings. Specifically, Soffer, et al examine
management preannouncement disclosures shortly before earnings announcements and document
that managers with bad news release almost all of their news at the preannouncement date, while
those with good news release about half of the news. The benefit to such a strategy, consistent
with research detailed below, is that firms with negative announcement date unexpected earnings

experience significantly lower excess returns for the entire interval from just prior to the

% As another example, Fischer and Stocken (2000) consider the case where there is a misalignment of incentives
between information senders and receivers and suggest that firms may choose to reduce the quality of disclosure to
analysts in order to maximize the amount of information that analysts communicate to investors (effectively making
the disclosure to analysts more coarse).
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prearinouncement to immediately after the earnings announcement date, controlling for the
combined news released at both dates. This suggests that the manner of information presentation
affects the market’s reaction in that the market appears to focus more on earnings announcement
news than to news released at other times. Tan et al. (2002) conduct a controlled experiment
with analyst subjects and find that analysts forecast higher (lower) fifure earnings when earnings
preannouncements are too conservative (optimistic). Preannouncements are too conservative
(optimistic) when either positive news is understated (overstated) or negative news is overstated
(understated)."” Their finding suggests that not only current, but future earnings expectations can
be influenced by preannouncements.

Apart from formal preannouncements, firms may choose to provide qualitative warnings
or engage in corporate presentations as information venues. Libby and Tan (1999) conduct an
experiment about how the timing of information release conditions the impact of qualitative
earnings warnings. They provided subjects with information simultaneously and sequentially (as
well as no warning) and found that analysts in the simultaneous warning condition made higher
future earnings estimates than those in the no warning condition who, in turn, made higher
estimates than those in the sequential warning condition. The implication of the study is that any
positive effect related to analysts® preference for firms to provide warning is offset by the effect
of sequentially processing a warning followed by an actual announcement. Francis et al. (1997)
explore the benefits of communications made at corporate presentations to securities analysts for
both senders and receivers. Firms may benefit via increases in analyst following or by
mispricing correction, while analysts may benefit from information acquisition improving the

frequency or quality of their forecasts. The results indicate increases in analyst following (but

7 From debriefing the stall sample of subjects, Tan, et al. report that analysts rate managers who accurately
preannounce earnings highly and that analysts are aware that managers tends to introduce hias into
preannouncements, they but do not appear to factor bias inta their forecasts.
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not more so for small versus large firms as suspected) and positive abnormal returns at the
presentation date, with larger reactions observed for “underpriced” securities, generally
consistent with firms benefiting from engaging in corporate presentations. However, analysts
seem not to gain as Francis et al. provide no evidence that analysts' post-presentation forecasts
are less disperse, more accurate, or less biased than forecasts made prior to presentations.

As noted in section 3,5.2, there is an increasing tendency for analysts to issue optimistic
forecasts at the beginning of a forecast horizon and revise them downward such that slightly
pessimistic forecasts manifest by the earnings announcement date. Two overlapping streams of
literature related to managing analyst expectations downward and/or managing earnings to meet
or barely exceed consensus forecasts have evolved. One set explores market consequences of
missing versus meeting or beating expectations (MBE). The second considers related incentives,
including management compensation consequences, Among studies documenting negative
consequences to missing earnings forecasts are Bartov et al. (2002), Kasznik and MeNichols
(2002) and Brown (2003).*® Bartov et al. examine the MBE phenomena by controlling for
absolute earnings performance across a quarterly horizon and determine whether a residual
market premium associated with MBE at period ends remains. They find evidence consistent
with such a market premium, in spite of dampening expectations to exceed targets. Though the
market appears to discount the effect when expectations or earnings management is deployed to
meet or exceed expectations, a MBE reward still exists. Bartov, et al consider explanations for
the phenomena and dismiss investor over-reaction, but note that future accounting performance

is stronger for firms that MBE and that MBE may be a signal of future performance. Kasznik

* Brown and Caylor (2005) report on temporal patterns in propensities to MBE vis-a-vis other benchmarks and the
market reward {penalty) to meeting (missing) various thresholds, They repori that since the mid-1990s, analyst
forecasts appear to be the appropriate threshold and that the market reward for exceeding analyst forecasts {s much
greater than that for exceeding a seasonal random walk or zero profit target.
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and McNichols also report on rewards to MBE, finding that returns are higher for firms that
MBE, increasing in the number of prior years that they do (from one to three years). MBE firms
also experience higher future earnings forecasts and earnings realizations than other firms,
controlling for other factors. Kasznik and McNichols interpret their results to suggest that the
premium may reflect the market’s perception that firms consistently meeting or beating earnings
targets are less risky.,

Skinner and Sloan (2002) explore explanations for why growth or “glamour” stocks
appear to underperform the market and report that the inferior returns relative to value stocks
result from expectational errors about future earnings. Specifically, growth stocks are punished
more severely for the same magnitude of negative earnings surprise than are value stocks,
providing incentives for growth companies to engage in expectation/earnings management.

They report that if the asymmetric price response is controlled for, no return differential between
growth and value stocks remains. Similarly, Brown (2003) documents the decreased propensity
for firms to just miss expectations notes that it is concentrated in growth firms. Like Skinner and
Sloan (2002), Brown finds that the negative valuation consequences of just missing forecasts are
stronger for growth firms than others. Speculating upon incentives, he notes that over his sample
period, stock and option compensation has increased substantially, particularly for growth firms,
as has the influence of momentum investors and litigation against firms whose stocks drop
appreciatively. Brown suggests that these temporal trends increasingly provide managers with
incentives to avoid slightly negative earnings surprises.

Matsumoto (2002) more directly considers incentives for firms to avoid negative earnings
surprises and the means to achieve such avoidance. She reports that firms with higher transient

institutional ownership, greater reliance on implicit claims with their stakeholders, and higher



value-relevance of earnings are more likely to MBE. She relates the mechanisms to MBE
{managing earnings upward or guide analysts' forecasts downward) to the same firm
characteristics. Matsumoto finds that firms with more transient institutional ownership
{consistent patterns of prior losses) are more (less) likely to use both means, while firms with
more value-relevant earnings and those relying more on implicit contracts with stakeholders are
more likely to manage expectations. Growth firms are more likely to use earnings management,
not forecast guidance to MBE.

Another stream of literature relates to managers’ personal incentives to guide forecasts
(and/or manage earnings) to levels that can be met or beaten, Richardson et al. (2004) provide
an incentive-based explanation that appears to comport to analyst forecast patterns within a
quarter or year. They suggest that forecasts are guided downward to beatable targets so that
there is a price increase in response to positive earnings news. This pattern is linked to
institutional and regulatory changes (Insider Trading and Securities Fraud Enforcement act of
1988 and lifting of the short-selling rule for insiders in 1991) that created incentives for
management guidance to boost stock prices in the post-earnings-announcement period. They
report that the walk-down to beatable expectations is most pronounced for firms with stock
issuances and firms with insiders selling their own shares in post-earnings-announcement
period.”® n another study about manager’s incentives to MBE, Matsunaga and Park (2001)
argue that the portion of executive annual bonus left to board discretion (rather than formulaic)
could be adversely impacted by missing quarterly targets. They consider consensus forecasts,

seasonal random walk expectations, and zero profit thresholds and find that CEO annual bonuses

** Finm benefits resulting from increased price levels prior ta seasoned equity offerings is not necessarily self-
interested but capitalizing via individual stock sales appears so.

83



are reduced if quarter]y consensus forecasts and seasonal random walk expectations are missed
for at least two quarters, after controlling for the general pay-for-performance relation.

In sum, a sizable body of research studies management communications with analysts
and most relates to incentives to provide earnings guidance. Disproportionate negative market
reactions to missing analyst forecasts at period ends are well established, but more work is
needed to explore the rationality of such market reactions and to further explore the apparent

walk-down pattern in earnings expectations.

3.6 Regulatory and cross-country comparisons

In this section we review literature related to the impact of regulatory changes
(specifically the impact of Reg. FD, the Global Settlement Agreement with ten of the largest
investment banking firms, and other exchange rulings) on analyst activities and the properties of
their outputs and analyst activities from an international perspective. Both Reg. FDD, the Global
Settlement Agreement are relatively recent developments that could potentially dictate
reinterpretation / reinvestigation of many prior findings. Also, increased access to international
data offers new opportunities for cross-sectional comparisons of analyst behavior in different
regulatory environments.
3.6.1 The Impact of Regulation Fuair Disclosure (Reg FD) on Analyst Activities

In approving Reg FD in August 2000 (effective in October 2000), the SEC intended to
proscribe selective disclosure of important information to particular (preferred) analysts. In
effect, the regulation is intended to level the informational playing field. Prior to its passage
there was broad speculation upon its likely impacts with respect to levels of information

asymmetry across analysts, forecast accuracy, forecast dispersion, forecast and recommendation
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informativeness, managers’ propensity to communicate with analysts and the form of
communication, and volatility in prices. A sizable body of literature seeks to fill this void.

Regarding forecast dispersion, directional hypotheses hinge on whether analysts forecasts
rely more heavily on public versus private information in the post-Reg FD period. If public
information is more heavily weighted, there should be less dispersion because the information
provided by management is common to all, Alternatively, if analysts seek to gain advantage via
their own analysis because public information is common, then dispersion could increase after
Reg FD. The results related to forecast dispersion are mixed. Heflin, et al (2003) and Shane, et
al (2001) report no evidence consistent with a change in forecast dispersion or accuracy
following Reg FD. However, both Bailey, et al (2003) and Irani and Karamanou (2003) report
that dispersion has increased following Reg FD. Irani and Karamanou suggest that the Heflin, et
al (2003) result may be attributable to the brief post-Reg FD period (two months) in their sample.
Irani and Karamanou also report a reduction in analyst following post-Reg FD, though Gintschel
and Markov (2004} suggest that reduced analyst coverage could result from a downturn in the
brokerage business.

With respect to pricing effects, Gintschel and Markov (2004) study the informativeness
of outputs and find that the absolute price impact of forecasts and recommendations are lower by
28% after Reg FD. The decrease in pricing impact relates to the level of selective disclosure pre-
Reg FD as proxied by brokerage and firm characteristics. Gintschel and Markov conclude that
Reg FD is effective at eliminating selective disclosure. The results regarding return volatility are
less conelusive as Shane, et al (2001) and Heflin, et al (2003) report reductions in return
volatility after Reg FD, but Bailey, et al (2003) find no reduction in return volatility after

controlling for decimalization of securities trading.
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Bailey et al (2003) also report increases in trading volume attributable to difference in
opinions following Reg FD. They also find that companies increased the level of disclosure, but
the increase is confined to information about the immediate quarter. They conclude that the
quantity of public information increased as a result of Reg FD. Eleswarapu et al (2004) conclude
that aggregate information flow is unchanged by Reg FD, but information asymmetry as
reflected in the adverse selection component of trading costs has decreased. Heflin, et al (2003)
concur that there appears to be an increase in company disclosure, but the increase relates to
forward-looking information. They also report that the information gap, proxied by deviations
between pre- and post-earnings announcement stock prices, decreased after Reg FD. Further
research is needed to reconcile the conflicting findings regarding the nature of increased public
disclosure following Reg FD.

Bushee, et al (2004) use a unique database to study how Reg FD influences conference
calls and the impact conference calls have on securities prices and trading activity. They
compare timing, use and information content changes of the calls between firms that held closed
conference calls prior to Reg FD and firms that previously held open calls. In terms of influence
on the conduct of calls, Bushee, et al report that managers are more likely to discontinue
conference calls in the post-Reg FD period and that proportionately more (previously) closed-
call firms shifted away from always conducting calls after hours, though the impact of these
changes is not substantial. They find no evidence that the amount of information disclosed
during conference calls decreased after Reg FD, but report that price volatility increased for
closed-call firms relative to open-call firms. Finally, they report that the amount of individual

investor trading increased following the regulation change. This may result because individual
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investors perceive that they are at less of an information disadvantage following the regulation
change, and are therefore more willing to trade.

Jorion, et al (2005) take a different approach to assessing the impact of Reg FD by
studying information providers exempted from the change. Specifically, they reason that
because credit ratings agencies retained the right of restricted access to private information
following Reg FD, the information content of ratings changes may have increased because new
private information is revealed which is inaccessible to equity analysts. Jorion, et al report
results consistent with their conjecture in that the positive (negative) market reactions to rating
upgrades (downgrades) are greater after Reg FD.

In sum, a large body of research investigates the impact of Reg FD on analyst activities.
Many of the results related to impacts are mixed and await further investigation. A challenge to
many findings is that the regulation impacted all firms at the same time and, as such, there is no
control group. Researchers need to exercise care in dismissing macro-economic (e.g., market
downturn) and firm-specific effects that happened concurrently with the implementation of Reg

FD.

3.6.2. The Global Settlement and other regulatory changes

In April of 2003, U.S. and state regulators, led by New York Attorney General Elliott
Spitzer, announced a settlement (Global Analyst Research Settlement) with ten of the largest
investment banking firms settling enforcement actions related to alleged conflicts of interest
between research and investment banking operations. The settlement was intended to curb such
conflicts by severing investment banking from research analysis, proscribing analysts from being

evaluated or rewarded based on investment banking business and from being involved in ‘sales
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pitches” or ‘road shows’. The settlement also requires firms’ research management to make all
company coverage decisions, provide ‘independent’ research to investor clients in addition to
their own, and disclose historical ratings and price targets.”® The Global Settlement along with
regulations NASD 2711 and NYSE 472, which also relate to separation of investment banking
and analysis, have likely impacted analyst activities substantially. Research related to these
regulatory impacts, though largely unpublished at this peint, is summarized in this section.
Barber et al (2006) report that after NASD Rule 2711 stock recommendations issued by
analysts became more pessimistic on average and that recommendations departing from
historical distributions presented substantial return opportunities (for example, going long on buy
recommendations after Rule 2711 for brokers that previously issued few buy recommendations).
Kadan et al (2008) also study the impact of the settlement and the twe rule changes on
recommendations for the ten firms agreeing to the settlement as well as other brokers. Overall,
Kadan et al find that the regulations appear to impact analyst recommendations. Specifically,
like Barber et al, they note that recommendations became more pessimistic post-regulation, more
so for affiliated analysts (those whose employers had a past underwriting relationship with the
firm), and particularly more pessimistic for the ten firms agreeing to the Global Settlement.”’ In
a similar vein, Clarke et al (2006) compare recommendation distributions across investment
firms that are investment banks, brokerages, or independent research firms (which became more
prominent as a result of the Global settlement) and note that while recommendations became
more pessimistic across all types of firms, the effect was the greatest for investment banking
firms. Kadan et al note that this overall shift could be due to a modified rating system that was

implemented at the same time as the regulations.

fo See www.sec.gov/news/press/2003-54.Inm for full details of the settlement,
*! Boni (2005) reaches the opposite conclusion regarding the ten firms covered by the settlement.
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Regarding the impact of these regulations on market reactions to recommendations, Kadan,
et al find that in the post-regulation period, the market seems to regard recommendations as more
credible. The decreased preponderance of ‘buy’ recommendations are met with higher returns
than before, and the division between ‘hold” and ‘sell’ recommendations is better reflected in

£

returns post-settlement (i.e., only “sell’ recommendations result in lower returns after
regulations, but not *held’ recommendations which were also interpreted as ‘sell” pre-
regulation). Regarding the type of analyst, Clarke et al conclude that the market interprets
investment bank analyst recommendation changes to be the most informative both before and
after the Global Settlement, implying that investors considered potential conflicts in assessing
the valuation implications of recommendation changes.

Recent studies have also considered the impact of the regulations on analyst folowing.
Kolasinski (2006) concludes that the new regulatory restrictions did not adversely impact analyst
coverage, whereas Boni (2005) indicates that the ten firms included in the settlement reduced
coverage post-regulation. The distinction between the results could be due to Kolasinski’s focus
on SEQ and IPO coverage, whereas Boni bases her conclusion on the average total coverage of
the ten firms agreeing to the settlement. Clarke et al also assess the impact of the settlement on
analyst forecast bias and accuracy and conclude that both before and after the settlement
investment bank analysts’ earnings forecasts are less optimistic (consistent with Cowen et al,
2006 and Jacob et al 2008 before the settlement) but that analysts in each of the three categories
are comparably accurate both before and after the settlement (inconsistent with Jacob et al 2008),
implying that the Global Settlement did not substantially impact earnings forecasting. Future

research might explore the impacts of the regulations on lenger-horizon analyst forecasts and

market responses to forecast revisions pre-and post-regulation.
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3.6.3. International Forecasting

With the expanded access to international forecasts provided by IBES and other data
providers recently, researchers have increased ability to study new research questions about the
impacts of accounting standards and practices in various countries on analyst activities. Hope
(2003a) and Hope (2003b) address issues related to the impact of disclosure practices and
enforcement standards and accounting policy disclosures, respectively, on analyst forecasting
behavior. Hope (2003a) focuses on forecast accuracy and conjectures that enforcement of
accounting standards provides incentives for managers to follow rules, thereby reducing analyst
uncertainty about managers’® disclosures. He argues that reduced uncertainty results in better
forecasting, reflected in lower forecast errors. Because there is presumably little, if any,
variation in enforcement of standards across firms in the U.S., the international setting is
appropriate. Hope (2003a) reports that strong enforcement is associated with increased accuracy
and that disclosures gain importance with scant analyst following. He also notes that
enforcement is more critical when managers have a menu of accounting methods from which to
select. Hope (2003b) argues that information about accounting policies likewise reduces analyst
uncertainty regarding the interpretation of accounting disclosures. After controlling for firm-
and country-level variables, he reports that the level of disclosure about accounting policies is
inversely related to forecast errors and forecast dispersion, consistent with reduced uncertainty.

Lang et al (2003) pursue a different tactic to study international issues by considering
whether cross listing in the U.S. appears to provide informational and market benefits. They
provide cross-sectional and time-series evidence that analyst following and forecast accuracy

both improve as a result of cross listing, Firms with higher following and more predictable
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earnings also benefit from higher market valuations and Lang, et al claim this is consistent with
cross listing improving firm value via the effect on the information environment.

This review of forecasting of international companies listing locally, subject to country-
specific reporting requirements, as well as those that cross list in the U.S. is far from exhaustive.
The increased flow of international capital coupled with the convergence of international
accounting standards makes this line of research important and we expect this area of research to

expand substantially in the future.

3.7. Research design and database issues

Recent research questions some of the conclusions drawn by studies that examine the
properties of analyst forecasts, especially with respect to analyst inefficiency and bias. Much of
this criticism stems from the effect of temporal variations in analyst forecasting behavior, and
firms’ reporting and earnings guidance strategies, on conclusions related to analyst behavior.
Other studies caution that the distributional properties of earnings forecast errors and
assumptions about analysts’ loss functions affect conclusions about the rationality of analysts’
forecasts, While we discuss these issues in other sections of the paper, where appropriate, in this
section we provide more detail on a few recent studies that focus on these issues.

Abarbanell and Lehavy (AL; 2003) argue that two asymmetries in the distribution of
analyst forecast errors drive most of the prior findings of analyst optimism and analysts’ under-
and over-reaction to information. First, there are a larger number of greater magnitude
observations in the extreme negative tail of the forecast error distribution than in the extreme
positive tail, which AL refer to as the tail asymmetry. Second, there is a greater preponderance

of slightly positive forecast errors than slightly negative forecast errors (consistent with
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Degeorge, etal 1999). AL refer to this as the middle asymmetry. The tail asymmetry could be
caused by accounting conservatism (Keane and Runkle 1998) resulting in more latitude to
managers in recognizing non-recurring losses than gains (though this explanation is less
plausible for studies using database-defined actuals which are presumably purged of such
charges). Or, as Abarbanell and Lehavy suggest, the tail asymmetry could also be the result of
managers engaging in substantial income-decreasing earnings management (big bath behavior)
coupled with analysts not anticipating this behavior. The asymmetry near the middle may result
from management guidance of forecasts to report slightly positive news.

AL argue that forecast errors computed in the usval way (i.e., actual earnings less
forecasted earnings) presumes that the “actual” earnings number is the true value of the variable
forecasted. This assumption may not hold if management strategically reports earnings and will
alfect inferences about analysts’ forecasting bias and inefficiency. They find that unexpected
accruals contribute more heavily to both the middle and tail asymmetries suggesting that the
asymmetries are in fact influenced by earnings management. AL caution that econometric
attempts at attenuating the effect of the tail asymmetry will lead to misleading inferences
regarding analyst behavior. Researchers routinely winsorize or truncate observations at 1% and
99% of the forecast error distribution, ostensibly to eliminate potential data errors, Symmetric
winsorization or truncation results in larger values of the negative tail being left out of the tests,
but still leaves a number of high value negative forecast errors, as compared to positive errors, in
the tests. This is because of the existence of more negative than positive extreme observations in

the forecast error distribution. However, if the tail asymmetry reflects legitimate forecasting



errors, the effect of symmetric truncation or winsorization is to underweight (overweight) tail
(middle) asymmetry observations resulting in an invalid pessimism inference.*>

Kim et al. (2001) argue that mean analysts’ forecasts do not efficiently aggregate
forecasts across analysts. This inefficiency is increasing in the number of forecasts used to
compute the mean because the common information across analysts gets more weight as the
number of forecasts increase while the private information of analysts (impounded in the
forecasts) get correspondingly lower weight. Kim et al. demonstrate that one way to overcome
the misweighting of forecasts is to use the current mean forecast, but add a positive multiple of
the change in the mean forecast from the prior period.

Gu and Wu (2003) analytically show that if analysts’ objective is to minimize the mean
absolute error in their predictions, their optimal forecast is the median, rather than the mean, of
the earnings distribution. If analysts choose to forecast the median, then the resulting (observed)
forecast bias will be related to the differences between the mean and median of the distributions
of actual earnings for firms. They find that earnings distributions of firms are generally skewed
and analyst forecast bias is positively related to the skewness in the earnings distributions. They
also report that investors seem to (partially) adjust for this bias in earnings forecasts resulting
from skewness in the earnings distribution.

The Gu and Wu (2004) work leads Basu and Markov (2004) to question the typical least
squares-based research design in studying analyst forecast efficiency or rationality. The least
squares regressions assume that analysts have a quadratic loss function. If analysts' objective is
to minimize mean absolute forecast errors, then the proper research design would be regressions
that minimize absolute errors rather than squared errors. Indeed, when using linear absolute

deviation regressions, Basu and Markov find the surprising result that most prior documented

*2 Cohen and Lys (2003) provide a detailed critique of Abarbanell and Lehavy (2003).
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forecast inefficiencies no longer hold. Their results highlight the importance of ensuring that
assumptions implicit in the research design are recognized and validated. More research,
however, is needed on understanding the type of loss functions analysts have and if there is
systematic variation in this regard across analysts (for example, based on experience, brokerage
house characteristics, etc.).

Research has also addressed specific issues related to analyst forecast databases. Payne
and Thomas (2003) study the effect of split-adjusted forecast data provided by I/B/E/S. They
point out that when I/B/E/S adjusts data for stock splits, they round off forecast and actual
amounts, after the split, to two decimal places. While this may not affect the conclusions of most
research, Payne and Thomas caution that some studies are especially prone to the split
adjustment problem (for example, studies that examine zero forecast errors).

Rampnath et al. (2005) compare the properties of forecasts across the two premier sources
of analyst forecast data, Value Line and I/B/E/S. With more recent data, they reexamine the
conclusions in Philbrick and Ricks (1991) that Value Line and I/B/E/S provide forecasts of
comparable quality, but the actual earnings numbers reported by Value Line provides a superior
measure of earnings surprise. Ramnath et al. find, contrary to Philbrick and Ricks, that acrual
EPS data from Value Line and [/B/E/S are comparable, but I/B/E/S consensus forecasts are more
accurate and are a better proxy for market’s earnings expectations than Value Line forecasts.
The superiority of I/B/E/S consensus forecasts can be traced to two attributes: 1) the ability to
provide forecasts that are closer to the earnings announcement date (Value Line only publishes
one forecast per quarter; I/B/E/S consensus is updated monthly), and 2) the advantage of being
able to aggregate across forecasts from multiple analysts (Value Line forecasts are issued by a

single analyst, whereas the I/B/E/S consensus is based on forecasts contributed by multiple
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analysts). Finally, Brown and Sivakumar (2003) emphasize that the source of actual earnings
used in measuring forecast errors is also important and could affect inferences. Specifically, they
show that relative to operating earnings from Compustat, actual EPS from I/B/E/S better predicts
future earnings, is more closely associated with stock prices, and also produces higher
correlation between forecast errors and returns. .

Issues raised in the papers discussed above, about the reliability of inferences from prior
research, seem substantial enough to motivate replication and validation of findings from past
research. Further research is necessary especially in areas where the research design and
database choices could have affected the conclusions of the study (for example, analysts’
forecasting bias). Moreover, the findings in Abarbanell and Lehavy (2003) also point to the need
for researchers to provide detailed discussion of the sensitivity of results reported in their studies

to the treatment of outliers.

4. Summary and conclusion

Discovering the information and valuation models that determine prices of equity
securities in capital markets is a formidable task, worthy of substantial research effort for many
years to come. Analysts may collectively hold the key, but no single analyst can tell you what it
is. Instead, the key lies in the way the market derives a consensus from the distribution of extant
individual analysts’ forecasts of a company’s future earnings, the characteristics of the
information impounded in that consensus, and the additional information the market incorporates
into its model for valuing a company’s equity securities. Important insights can be gained from
research regarding analysts’ decision processes, the determinants of analyst expertise and

distributions of individual analysts’ forecasts, the informativeness of analysts’ research outputs,
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market and analyst efficiency with respect to value-relevant information, effects of analysts’
economic incentives on their research outputs, effects of the institutional and regulatory
environment, and the limitations of databases and various research paradigms. In this paper, we
hope we have provided some perspective on the research in each of these important areas.

The areas of future research that seem most promising to us include the following. First
Schipper’s (1991) and Brown’s (1993) calis for research providing more insight into analysts’
decision processes are still relevant today. We look forward to research clarifying the distinction
between analysts’ roles as interpreters of public information and developers of private
information useful in determining prices of equity securities. The decision processes of analysts
in distinguishing permanent from more temporary components of earnings reports (including
temporary components due to earnings management) also remains a critical area for future
research. We also expect to see research that clarifies the role of heuristics in the price-setting
process and the degree to which these heuristics function as effective substitutes for rigorous
multiperiod valuation models. More research is needed to understand the interaction between
analysts’ economic incentives and frictions that limit investors’ abilities to arbitrage away any
inefficiencies or biases in forecasts and prices resulting from those incentives, and we expect this
research to have implications for emerging behavioral finance theories of market inefficiency.

We also predict that researchers will continue exploring factors that make some analysts
better forecasters than others and the mechanism that develops consensus market expectations
from individual analyst forecasts. Further research is also required on forecasts that have higher
price impact, such as long-term growth forecasts and target prices. Given evidence of the
informativeness of earnings in the presence of analysts’ price target forecasts, recommendations,

and other information in analysts’ research reports, it is not clear that earnings forecasts are
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simply a means to an end (Schipper, 1991); further research is needed to explore the importance
of analysts’ earnings forecasts and actual earnings reports in the allocation of resources in capital
markets. Finally, we expect to see more international research describing institutional and
regulatory factors that create cross-country differences in the role of analysts and the properties

of their forecasts.
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Conflicts of Interest and Analyst Behavior:
Evidence from Recent Changes in Regulation

Armen Hovakimian and Ekkachai Saenyasiri

Regulation FD made analysts less dependent on insider information and diminished analysts’
motives to inflate their forecasts. The Global Research Analyst Settlement had an even bigger impact
on analyst behavior: The mean forecast bins declined significantly, wherens the median forecast bins
essentinlly disappeared. These results are similar for all analysts.

ur investigation of the impact of recent
changes in regulation on analysts’ fore-
casting behavior follows a number of
studies that argued that analysts were
motivated to produce research reports that did not
reflect their true opinions. Analysts tended to make
excessive “buy” recommendations and inflated
earnings forecasts [or several reasons, two of which
gained considerable attention from regulators in
the United States. First, analysts may have feltcom-
pelled to favor managers in covered companies in
order to gain privileged access to information flow
(Lim 2001). Second, although analysts are sup-
posed o provide investors with accurate and trizth-
ful research reports, conflicts of interest could occur
because analysts’ compensation was tied to profits
generated from investment banking business and
brokerage commissions {Lin and McNichols 1998;
Carleton, Chen, and Steiner 1998).

In the early part of the first decade of this
century, in an effort to restore public confidence in
U.S. capital markets, U.5. regulators enacted several
rules and regulations, prosecuted analysts whose
research reports were tainted by conflicts of inter-
est, and fined banks that failed to prevent research
analysts” conflicts of interest. Twa of the main reg-
ulatory developments during this period were (1)
Regulation Fair Disclosure (Reg FD), which became
effective on 23 October 2000, and (2) the Global
Research Analyst Settlement (Global Settlement)
which was announced on 20 December 2002.*

Although the primary goals of these two regu-
latory actions are different, they both have the
potential to improve the quality of analyst fore-

Armen Hovakimian is professor of finance at Baruch
College, New York City. Ekkachai Saenyasiri is
assistant professor of finance at Providence College,
Providence, Rhode Island.

26 www.cfapubs.org

casts. One of the stated goals of Reg FD is to prohibit
private communication between companies and
analysts, thereby helping to level the playing field
so that marlket participants can have equal access
to information and making analysts less dependent
on such communication. In prohibiting companies
from selectively disclosing private information to
analysts, Reg FD may reduce analyst forecast bias
by eliminating the incentive for analysts to inflate
their earnings forecasts in order to gain access to
insider information.

The Global Settlement is an important
enforcement agreement between U.5. regulators
and 12 large investment banks (the Big-12 banks)
designed to eliminate research analysts’ conflicts
of interest. If successful, the Global Settlement
should reduce optimistic bias in analyst forecasts.

Qur study considered whether these two
actions by U.S. regulators reduced the bias in
analysts’ earnings forecasts documented in previ-
ous studies. We focused on annual earnings fore-
cast bias for several reasons. First, investors may
use analyst forecasts to form expectations of earn-
ings and cash flows, both of which are important
inputs for stock valuation models. Inflated earn-
ings forecasts can drive stock prices above the1r fair
values if investors fail to adjust for the bias.?

Second, given the flurry of new regulations,
regulators clearly consider analyst behavior an
important factor in maintaining investor confidence
in financial markets. Regulation is costly because of
the significant expenses associated with analyzing
problematic situations and developing remedies.
Moreover, restrictions and reporting requirements
imposed on various market participants result in
ongoing compliance costs. These costs can be
justified only if the new regulations help reduce
analysts’ conflicts of interest and thereby generate
an important benefit for financial markets.

©®2010 CFA Institute

Aftachment E
Page 1 of 12



Response No. MCC-187
Attachment E
Page 2 of 12 .

Conflicts of Interest and Analyst Behavior

Third, most studies that have examined the
impact of Reg FDI) and the Global Settlement on
analyst behavior focused on forecast accuracy
and forecast dispersion (Bailey, Li, Mao, and
Zhong 2003; Agrawal, Chadha, and Chen 2006).3
These aspects of analyst behavior, however, are
little affected by conflicts of interest, the focus of
our study.

Other studies have examined forecast bias.
Clarke, Khorana, FPatel, and Rau (2006) found that
the Global Settlement had no impact on relative
bias in analyst forecasts. Focusing on the impact of
Reg FD on bias in quarterly earnings forecasts
between October 1999 and December 2001, Mohan-
ram and Sunder (2006) found that these forecasts
became more optimistic after Reg FD but attributed
the increase to unexpectedly low realized earnings
during the 2001 recession. Our longer study period
(1996-2006) allowed us to control for macrpecoe-
nomic conditions in our regression analysis. Fur-
thermore, we examined longer-term (up to 24
months) earnings forecasts in which the forecast
bias is more apparent (Richardson, Tech, and
Wrysocki 2004). Although Herrmarm, Hope, and
Thomas (2008) found some evidence of decline in
forecast bias following Reg F1J, they focused on
internationally diversified companies only; we
examined all U.5. companies, and our primary
focus was on changes in forecast bias after the
Global Settlement.

Lastly, the ability of analysts to forecast earn-
ings accurately can be easily and straightforwardly
verified because actual earnings are observed at
the end of the forecast period. Barber, Lehavy,
McNichols, and Trueman (2006) studied the
change in distribution of stock recommendations
made from 1996 to 2003. They found that the per-
centage of buys decreased starting in mid-2000.*
How unbiased the new distribution of stock recom-
mendations is, however, remains uncertain. But we
know that the bias should be zero at the aggregate
level when analysts make their forecasts on the
basis of their true opinions.

Institutional Background

Historically—and especially before recent
regulations—analysts have tended to make
unduly optimistic earnings forecasts, In this
section, we discuss the possible reasons for this
optimistic bias and the potential impacts of the
recent regulations on such bias.

Why Do Analysts Make Overoptimistic
Earnings Forecasts? A number of studies have
documented that analysts regularly make overop-

July/August 2010

timistic earnings forecasts (Brown 1997; Chopra
1998; Beckers, Steliaros, and Thomson 2004). Opti-
mistic bias tends to be larger for longer-term fore-
casts and smaller for forecasts made closer to the
earnings announcement date. This phenomenon is
usually referred to as the walk-down trend (Rich-
ardson, Teoh, and Wysocki 2004). Several explana-
tions have been offered for analyst optimism.

First, analysts may be influenced by conflicts of
interest if their compensation is tied to investment
banking fees and brokerage commissions. Lin and
MecNichols (1998) found that analysts affiliated with
underwriters make more favorable stock recom-
mendations and long-term earnings growth fore-
casts than analysts not so affiliated. Agrawal and
Chen (2005) discovered that optimism in long-term
earnings growth forecasts is high when analysts
work for financial institutions whose revenues
come mainly from brokerage business. Carleton,
Chen, and Steiner {(1998) found that stock recom-
mendations made by brokerage firms are more opti-
mistic than those of nonbrokerage firms. Using
Australian data, Jackson (2005) noted that optimis-
tic analysts generate more trades for their brokerage
firms than do less optimistic analysts. Chan, Kar-
ceski, and Lakonishok (2007) showed that analysts’
earnings forecasts are influenced by their desire to
win investment banking clients. Doukas, Kim, and
Pantzalis (2005) reported that stocks with excess
analyst coverage yield lower future returns, consis-
tent with the conflict-of-interest hypothesis. Hong
and Kubik {2003) found that brokerage houses
reward optimistic analysts; optimistic analysts at
low-status brokerage houses are more likely to
move up to higher-status brokerage houses than are
less optimistic analysts.

Second, analysts may feel compelled to main-
tain good relations with company management in
order to gain access to insider information that can
help improve the accuracy of their forecasts (Lim
2001). Third, analysts may tend to cover stocks for
which they have positive views and drop or avoid
stacks for which they have negative views, which
can induce a self-selection bias (McNichols and
O'Brien 1997). Fourth, analysts may have a cogni-
tive bias that leads them to overreact to good earn-
ings information and underreact to bad earnings
information {Easterwood and Nutt 199%; Nutt,
Easterwood, and Easterwood 1999). Finally, the
walk-down trend may be driven by the “earnings
guidance game,” in which analysts issue optimistic
forecasts at the start of the fiscal year and then
revise their estimates until the company can beat
the forecast at the earnings announcement date
(Richardson, Teoh, and Wysocki 2004).
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Recent Regulations, Before Reg FD, analysts
and institutional investors often had an informa-
tional advantage over small investors through pri-
vate communications with management and
conference catls in which company managers dis-
cussed past performance and provided guidance
on future prospects. Such timely information gave
these investment professionals an unfair advantage
that allowed them to trade stocks profitably at the
expense of uninformed investors.

To gain access to this information flow, analysts
may have had to maintain good relations with insid-
ers by making optimistic forecasts and buy recom-
mendations in their research reports. Analysts’
excessively optimistic views of the stocks were mis-
leading and contributed to the deterioration of
investor confidence in capital market integrity.
Through Reg FID, which was introduced in October
20K)0, the L1.5, SEC intended to improve fairness and
restore public confidence in the markets by requir-
ing U.S. public companies to disclose material infor-
mation simultaneously to all market participants.

Other sources of conflicts of interest, however,
remained unaddressed by Reg FD. For instance,
analysts could be pressured to make optimistic
forecasts and buy recommendations in order to
favor investment banking clients and generate
trading volume. The SEC and such self-regulatory
organizations (SROs) as the National Association
of Securities Dealers (NASD,; now the Financial
Industry Regulatory Authority [FINRAJ) and the
NYS5E paid significant attention to this issue and
introduced a number of new rules and regulations
to curb the negative consequences of these con-
flicts of interest.

The Sarbanes—Oxley Act of 2002 (50A), also
known as the Public Company Accounting
Reform and Ilnvestor Protecton Act of 2002,
became law on 30 July 2002. The SOA is a broad
piece of legislation that covers various business
practices, including auditor independence, corpo-
rate responsibility, enhanced financial disclosure,
analysts’ conflicts of interest, and corporate and
criminal fraud accountability. The SOA amended
the Securities Exchange Act of 1934 by creating
Section 15D, which requires FINRA and the NYSE
to adopt rules reasonably designed to address
research analysts’ conflicts of interest,

To comply with the 504, the NASD released
Rule 2711 (Research Analysts and Research Reports)
and the NYSE amended its Rule 351 (Reporting
Requirements}and Rule 472 (Communications with
the Public). Most provisions of these rules went into
effect on 9 July 2002, These rules mitigate analysts’
canflicts of interest by separating research analysts
from the influence of the investment banking and

98 www.cfapubs.org

brokerage businesses. Research analysts’ compen-
sation can no longer be tied to the performance of
these businesses. In addition, analysts are restricted
from personal trading in the stocks they cover.

On 6 February 2003, the SEC adopted Regula-
tion Analyst Certification (Reg AC).” Reg AC pro-
vides guidelines for proper disclosure of potential
conflicts of interest of sell-side analysts, including
their association with investment banking clients
and the structure of their compensation.

Regulatory objectives have also received sup-
port from rigorous enforcement actions. Following
a joint investigation by the SEC, NASD, NYSE, and
New York State Attorney General, 10 large .S, and
multinational investment banks agreed to pay a
fine of $1.435 billion in the Global Research Analyst
Settlement for their failure to adequately address
research analysts’ conflicts of interest. Announced
on 20 December 2002, the terms of the Global Set-
tlement initially covered 10 banks.® The final agree-
ment was announced on 28 April 2003. Two more
banks reached settlements on 26 August 2004.” The
Global Settlement and the SRO rules share the same
spirit in that their mutual objective is to eliminate
analysts’ conflicts of interest,

The introduction of these rules and regulations
allows us to differentiate among the alternative
explanations for analyst forecast bias proposed in
the literature. First, a reduction in forecast bias after
Reg FD would support the argument that analysts
were gveroptimistic owing to their need for insider
information, especially if such a reduction were
stronger for informationally more opaque compa-
nies. Second, a reduction in bias after the Global
Settlement and Rule 2711 would be consistent with
the hypothesis that analyst behavior was unduly
influenced by conflicts of interest.% In contrast, self-
selection and cognitive biases may exist even in a
world without conflicts of interest. Therefore, if
these biases are the main reasons for analysts’ over-
optimistic forecasts, then these regulatory changes
should have no effect on forecast bias.”

Sample and Variables

We downloaded sell-side analysts” earnings fore-
casts for fiscal year-end dates between 1996 and
2004 from the Detail file of the I/B/E/S database.
We used forecasts for current- and subsequent-year
earnings per share (EPS), which are made for the
upcoming and fellowing years’ earnings
announcement dates.!’ Figure 1 illustrates the
timeline of analyst forecasts. The earliest analyst
forecasts for a specific fiscal year-end EPS are made
24 months before the forecast fiscal year-end (in
forecast month -23). For each EPS, analysts can
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Figure 1. Timeline of Analyst Forecasts
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24 months. Some analysts may continue to make
forecasts after the forecast fiscal year ends because
companies announce their annual earnings after a
delay of several months. Because the length of the
EPS announcement delay could be affected by how
high or low the realized EPS is relative to the con-
sensus, we retained only those forecasts made no
more than one month after the forecast fiscal year-
end (in forecast month +1), which left us with a total
of 2,297,792 forecasts.

For each forecast, [/B/E/S provides actual
earnings, forecast date, forecast period (fiscal
year) end, earnings announcement date, analyst
code identity, broker code identity, and number of
analysts used for consensus calculation.!! We
used the I/B/E/S Broker Translation {file to con-
vert broker codes into brokers’ names, which we
used to identify analysts who worked for the Big-
12 banks. Stock prices are from the I/B/E/5 Sum-
mary file.!? We downloaded real GDP growth
rates from the website of the U.S. Bureau of Eco-
nomic Analysis. We downloaded SIC codes from
the CRSP monthly file.

We defined analyst forecast bias, the focus of
our analysis, as the average analyst forecast error
and calculated it as follows:

Bias;, ,, = V0O(Fy =4, ) /Py, (1)
1 1
Fj,i,m =—2 F:f,!,m,r'r {2)
FANIREL
and
- 1 i P
RN Bl AR RN (3)
]\_,l',f,m,i" k=1
where
4;, = theactual earnings per share for com-

pany f in fiscal year ¢

July/August 2010

casts for fiscal year-end t of company
j, made in month i by analyst i
K m; = the number of forecasts made in
month n11 by the same analyst 7 for the
same company f and fiscal year t
I; i = the number of analysts making fore-
casts in month  for company j and
fiscal year ¢

Py, = thestock price of company j one year

before the fiscal year-end £13

Note that all EPS forecasts made for the same
company and the same fiscal year are normalized
by the same stock price. Using the same stock price
as the denominator guarantees that any changes in
forecast bias across forecast months {m) are the
result of changes in analyst forecasts, not of changes
in the stock price. In our calculations according to
Equations 1-3, we used only new forecasts made in
month #1. Stale forecasts from earlier months (m— 1,
etc.) were not carried over into month . In other
words, each forecast participated in the calculation
of the forecast bias only ence, in the menth in which
the forecast was made. In our sample, an average
analyst made 4.5 forecasts for each annual EP5.
Because for each annual EPS we tracked 25-month
forecasts (from month -23 to month +1), the impli-
cation is that an average analyst in our sample made
a forecast for each covered company about once
every six months.

To minimize the influence of outliers and mis-
reported data in our analysis, we replaced with
missing values any extreme observations of fore-
cast bias, company size, market-to-book ratio, the
niember of stocks, and the number of industry ana-
lysts following.'* We dropped from the sample all
forecasts made in October 2000 and December 2002
(1.5 percent of our sample) and observations with
missing values of any relevant variable. We were
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left with 1,586,000 individual analyst forecasts,
which we used to calculate 434,268 average forecast
errors, For each fiscal year and for each of our 7,315
sample companies, our sample contained up to 25
monthly observations of forecast bias (Bias; ; ,,)-

Table 1 reports the summary statistics for the
overall sample of 434,268 observations and for
each of the three subperiods. The period before
Reg FD represents 53 percent of our sample obser-
vations, with the period between Reg FD and the
Global Settlement and the period after the Global
Settlement representing 18 percent and 29 percent
of the sample observations, respectively. The
mean forecast bias across all sample observations
is 1.39 percent of stock price. This result is consis-
tent with prior evidence that analysts’ forecasts
are optimistically biased (Brown 1997; Chopra
1998}. No significant difference exists between the
mean forecast bias before Reg FD (1.72) and the
mean forecast bias between Reg FD and the Global
Settlement (1.97). The mean forecast bias is more
than four times smaller after the Global Settlement
(0.41), with the difference statistically significant
at the 1 percent level.

The average market capitalization of compa-
nies in our sample was 54.5 billion, and the average

market-to-book ratio was 3.57. On average, 8.41
analysts covered a company in any particular
month. The analysts in our sample worked for bro-
kers that, on average, each employed 65.7 analysts.
A typical analyst followed 16.30 stocks from 4.78
industries and, at the time of the forecast, had been
in the I/B/E/S database for 6.24 years and making
forecasts for the covered stock for 2.5 years. Around
17 percent of forecasts were made for companies
with negative earnings, and 36 percent of forecasts
were made for companies whose earnings were
declining relative to earnings in the prior fiscal year.

Test Resulis

In this section, we present the results of the univar-
iate tests and of the regression analysis of the effects
of Reg FD and the Global Settlement on bias in
analyst forecasts.

Univariate Resulis by Forecast Month.
Table 2 presents the median forecasts by the month
in which the forecasts were made and by the fiscal
year for which they were made. The numbers in the
leftmost column represent the month (relative to
the fiscal year-end) of the forecast. The numbers in
the top row represent the fiscal years for which the

Table 1. Summary Statistics
Number of Observations Mean
Between Between
Number of Before  RegFID After Before RegFD  After

Description Variable Obscrvations  Mean Reg F'  and GS GS Reg FD  and G5 GS
Forecast bias Bias 434,268 139 231,09 77,305 125,867 1.72 1.97 041
Reg FD indicator RegFD 434,268 0.18 231,096 77,305 125,867 0.00 1.00 0.00
Global Settlement

indicator Glob 434,268 029 231,09 77,305 125,867 0.00 0.00 1.00
Company characteristics
Analyst coverage NumA 434,268 841 231,096 77,305 125,867 3.21 3.23 8.88
Market cap

(% millions) CompanySize 434,268 447000 231,096 77305 125867 3,480.00 525000 5,800.00
Market-to-book ratic MB 434,268 357 231,09 77305 125,867 3.78 347 323
Negative EPS EPSLoss 434,268 017 231,098 77,305 125,867 0.6 0.26 0.14
Declining EPS EPSDecline 434,268 036 231,096 77,305 125,867 0.37 0.45 0.27
Litigation Litigation 434,268 027 231,09 77,305 125,867 0.25 .30 0.27
Labor intensive Labor 434,268 061 231,096 77,305 125,867 0.60 0,63 0.63
Analyst characteristics
Company-specific

experience YearStk 434,268 250 231,096 77,305 125,867 .55 2,43 244
General experience YearlBES 434,268 624 231,09 77,305 125,867 6.45 619 5.87
No. of stocks covered NumbStk 434,268 16.30 231,096 77,305 125,867 18.18 14.31 14.06
No. of industries

covered Numlnd 434,268 478 231,096 77305 125,867 5.46 415 393
Broker size BrokerSize 434,268 6570 231,09 77,305 125,867 54,98 89.03 7106

Note: This table presents the summary statistics for the overall sample and for the three subperiods.
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Table 2, Forecast Bias by Fiscal Year and Forecast Month

Forecast Pericd Fnd Year

Month 94 g7 o8 99 oo 01 02 03 04 05 06
-23 01 04 1.4 1.8 -03 1.9 2.3 1.2 0.2 -0.3 -0.3
-22 03 a5 0.9 1.3 0.5 22 2.7 1.3 0.0 -0.1 0.0
=21 03 0.5 1.1 1.6 0.5 21 2.6 13 0.0 0.0 0.2
=20 0.4 a.5 11 13 0.6 22 2.2 1.4 -0.1 0.0 0.0
-i9 0.5 0.7 11 1.6 0.5 21 21 13 -0.1 0.0 0.1
-i8 0.5 0.4 12 1.4 0.6 21 18 11 -0.2 0.0 0.1
-i7 0.4 0.4 1.2 11 0.5 21 14 1.0 ~0.2 c.o 0.1
-1f 0.4 0.5 13 13 0.6 2.0 1.5 1.1 -0.1 c.0 0.2
-15 0.4 0.4 1.1 0.8 0.4 1.7 0.9 0.8 -0.3 o0 0.2
-14 0.4 0.3 09 0.6 0.4 FD 0.6 04 -0.2 0.0 0.1
-13 0.4 0.3 1.0 0.6 0.4 1.5 0.5 0.3 -0.2 0.1 02
-12 0.3 0.2 0.8 4 0.3 1.6 .4 GS ~0.2 -0.1 0.1
-1l 0.3 0.3 0.8 0.3 01 1.3 .3 0.1 -0.1 0.0 0.1
-10 0.2 0.2 05 0.1 02 1.1 0.2 0.0 ~0.1 -0.1 -0.1
-4 0.2 0.2 0.6 0.1 0.1 1.1 2 0.0 ~0.1 0.0 -0.1
-8 0.1 0.1 05 0.1 0.1 0.7 .2 -0.1 0.1 0.1 -0.1
~7 0.1 0.0 0.5 0.1 0.1 0.6 g2 -0.1 0.0 0.0 0.0
-6 0.1 0.1 0.4 0.0 0.1 0.5 .2 -0.1 -0.1 -01 0.0
-5 0.0 0.0 0.2 0.0 0.0 0.2 01 -0.1 0.0 -0.1 0.0
- 0.0 0.0 0.1 0.0 0.0 0.2 01 -01 0.0 0.0 0.0
-3 0.0 0.0 0.1 0.0 0.0 0.1 0.0 ~0.1 -0.1 0.0 0.0
-2 0.0 0.0 0.0 0.0 FI» 0.0 0.0 ~0.1 -0.1 0.0 0.0
-1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -01 0.0 0.0 -0.1
¢} 0.0 0.0 0.0 ~0.1 0.0 0.0 GS -0.1 0.0 0.0 0.1
1 0.0 -0.1 0.0 0.1 ~0.1 0.0 0.0 -0.1 -0.1 -01 -0.3
Median bias 02 0.2 0.8 0.3 0.1 1.2 0.4 0.0 -0.1 0.0 0.0
Mean bias 12 1.1 18 22 14 3.0 21 16 0.1 05 0.3
Mean forecast 6.2 5.3 4.6 51 53 a7 3.0 4.0 4.4 4.2 5.0
Mean actual earnings 5.0 4.1 2.8 29 3.9 0.7 0.9 24 42 3.7 4.7
Mean stock return (%) 02 0.2 0.0 0.2 0.0 0.0 ~{.2 0.6 0.2 0.1 0.2
GDP (%) a7 4.5 42 45 a7z 0.8 1.6 2.5 39 3.2 3.3

Notes: Forecast bins is the difference between the mean of all forecasts made in a particular menth for a particular company and a
particular fiscal year and the realized EPS, scaled by the stock price and multiplied by 100. Forecast peried end year is the fiscal year for
which the forecast was made. Month is the month of the forecast relative to the fiscal year-end. FIJ is the month in which Reg FD
became effective (October 2000). GS is the month in which the Globai Settiement was announced (December 2002). Stock returns were

calculated from our samples.

forecasts were made. For example, forecasts made
in September 2000 for the fiscal year ended Decem-
ber 2000 (i.e., three months before the fiscal year-
end) are in row -3 and column 00. The two solid
lines separate the forecasts made before and after
Reg FD and the forecasts made before and after the
Global Settlement. The six bottom rows present
forecast bias for each fiscal year averaged across all
forecast months, along with the realized earnings
per share, average forecasts, annual stock returns,
and real GDT growth rates.'” To align fiscal year-
end dates with annual variables, such as real GDTP
growth rates, we used only forecasts for companies
with December fiscal year-ends.

July/August 2010

For each year before the Global Settlement,
the median forecast errors are significantly posi-
tive, Furthermore, for each year before the Global
Settlement, we observe the walk-down trend with
forecast bias steadily declining as forecasts are
made closer to the fiscal year-end. After the Global
Settlement, we observe a significant drop in the
forecast bias. The results show a total absence of
bias in the median forecast errors for 2004-2006
(~0.1 percent, 0.0 percent, and 0.0 percent, respec-
tively). The walk-down trend in median forecast
errors is also practically nonexistent for fiscal
years 2004-2006,
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These results suggest that analysts’ conflicts of
interest indeed led to excess optimism in earnings
forecasts before the Global Settlement and that the
Global Settlement has been effective in neutralizing
analysts’ conflicts of interest. Alternative interpre-
tations of the forecast bias, such as self-selection,
cognitive bias, and need for insider information,
cannot explain these findings because the Global
Settlement should have no effect on these factors.

Unusually high stock valuations and/or real-
ized earnings, rather than less optimistic forecasts,
could be responsible for the decline in the average
forecast errors after the Global Setttement. A quick
look at the actual and forecasted EPS, stock returns,
and real GDP growth rates before and after the
Global Settlement, however, does not seem to sup-
port this idea. Neither aggregate economic perfor-
mance nor stock valuations seem to be put of the
ordinary in the post-settlement years. The actual
earnings, stock returns, and GDP growth rates
seem to be unusually low in the period between
Reg FD and the Global Settlement. We controlled
for the effects of these and other potentially rele-
vant factors by examining the effects of Reg FD and
the Global Settlement in a regression framework.

Regression Analysis. To examine how Reg
FD and the Global Settlement affect bias in analyst
forecasts while controlling for the confounding
effects of company and analyst characteristics, as
well as economic conditions, we estimated the fol-
lowing regression model:

Bm{,v -

= o, + o RegFD

o T ulGlub,, m F Oy N:mrA'

fit e

+ o, CompanySize

T O MB

Rt m=

+ W, YearStky, | - o YearlBES;

oy NSy, +ty N,

+ 0,y BrokerS) 28 ¢ e

+ 0, EPSLu.v,s:,' . (4)
o, £ PSDec.’r‘on + 0ty Lr’fr'gauw:j

+ 1, Labor,

ot w o ActualGDF,

+ ot UnexpectedGDFR, |, + Afonth,, +yYear,

+8; z DCompany; +€,, .

In Equation 4, Bias;, ,, is the mean forecast
error for all forecasts for company j made in month
m relative to the end of fiscal year ¢, calculated
according to Equations 1-3. RegtD, , equals 1 for
forecasts made between 23 October 2000 and 20
December 2002. Glob, ,, equals 1 for forecasts
made after 20 December 2002. A negative sign for
the coefficient of Regf"D, ,, or Glob, ,, would indi-
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cate a decline in the bias following, respectively,
Reg FD and the Global Settlement.

Lim (2001) argued that the forecast bias is
higher when a company’s information environ-
ment is less transparent—for example, when the
company is small and has less analyst coverage.
Beckers, Steliaros, and Thomson (2004) showed that
the number of analysts following a stock affects the
accuracy of the consensus earnings forecast. Hence,
we used analyst coverage and company size as
proxies for the degree of information transparency.
Analyst coverage, Numd; ; ,, is defined as the num-
ber of outstanding forecasts used in I/B/E/5's
monthly consensus calculation. Analyst coverage
represents the number of analysts following com-
pany j in month m for fiscal year t. CompanySize; ; 1
is defined as the natural log of the company’s mar-
ket capitalization at the end of the previous month.

Analysts tend to forecast more accurately
when they have more experience and resources
(Clement 1999; Lim 2001), We measured company-
specific experience as the number of years analyst
i has been following company j (YearStk; , ). We
measured general experience as the number of
years since analyst { first appeared in the I/B/E/S
database (Year!BLES; ; ). BrokerSize; , ,, is the num-
ber of analysts who work for the same employer
during the same forecast year as the analyst who
makes the forecast. Analysts who work for larger
firms tend to have more resources at their disposal.

Clement (1999) found that analysts’ forecasts
are less accurate the more stocks and the more
industries they follow. NumSik; , ,, is the number of
stocks for which analyst i supplies at least one
forecast within the calendar year. Numlind; ; ,, is the
number of two-digit SIC industries for which
analyst i supplies at least one forecast within the
calendar year.

Previous studies have found that forecasting
is more difficult when companies report a loss or
a decline in earnings (Brown 2001). The £PSLoss; ,
indicator equals 1 when the corresponding
actual earnings of company j are negative. The
EPSDecline; , indicator equals 1 when actual earn-
ings in fiscal year t are lower than actual earnings
in the previous year.

Matsumoto (2002) argued that companies in
industries with a higher risk of shareholder law-
suits and/or greater reliance on implicit claims
with stakeholders are more likely to avoid missing
analyst forecasts. The Litigation; indicator equals 1
for companies in high-litigation-risk industries:
SIC codes 2833-2836 (biotechnology), 3570-3577
and 7370-7374 (computers), 3600-3674 (electron-
ics), and 5200-5961 (retailing).

©2010 CFA Institute
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Matsumoto (2002) also argued that labor-
intensive companies try to avoid missing analyst
forecasts because their stakeholders are concerned
about company credit risk. Labor intensity,
Labor; .1, 15 defined as 1 minus the ratio of gross
plant, property, and equipment (PPE) to total gross
assets, where gross PPE is the quarterly Compustat
item 118 and total gross assets is item 44 plus item
41. Labor; ; .y is measured at the end of the last
quarter preceding forecast month .

Richardson, Teoh, and Wysocld (2004) found
lower forecast bias for companies with high growth
opportunities. We used the market-to-book ratio
(MB; | 1i-1) at the end of the last quarter preceding
the forecast month as a proxy for growth opportu-
nities. The ratio is calculated as the market value of
equity divided by the book value of common equity
(Compustat quarterly data item 14 multiplied by
item 61 and divided by item 59).

We used both the real GDP growth rate and the
unexpected change in the real GDP growth rate to
capture analysts’ inability to forecast earnings accu-
rately if the state of the economy changes substan-
tially. detualGDP, is the actual real GDP growth rate
in fiscal year {. UnexpectedGDP,,, is defined as the
difference between the expected real GDP growth
rate and the actual real GDP growth rate in fiscal
year t. For earnings forecasts made more than nine
months before the fiscal year-end date, the expected
real GDP growth rate in fiscal year ¢ is defined as
the real GDP growth rate in the quarter for which
analysts made earnings forecasts. For forecasts
made in Q2 (seven to nine months before the fiscal
year-end date), we calculated the expected real
GDP growth rate as (Growth in Q1 + 3 x Growth in
(22)/4. For forecasts made in Q3 (four to six months
before the fiscal year-end date), we calculated the
expected real GDP growth rate as (Growth in Q1 +
Growth in Q2 + 2 x Growth in 3) /4. For forecasts
made within the three months before the fiscal year-
end date, UnexpectedGDP, ,, is set to zero.

Prior research and our results in Table 2 show
that forecasts made earlier in the fiscal year are less
accurate (Richardson, Teoh, and Wysocki 2004). To
control for forecast horizon, we used Month,,,
defined as the number of months until the fiscal
year-end date. For example, for an analyst forecast
made in October 1999 for the fiscal year ended
December 1999, Montr,, equals 2. Richardson, Teoh,
and Wysocki (2004} found that forecast bias has
been declining gradually since the early 1990s. To
address the concern that our results may be driven
by this trend, we included a calendar year variable,
Yeary, in the regression model {(Equation 4). To

luly/August 2010

control for unobserved company effects, we esti-
mated the regressions with fixed company effects
(DCompany;).

The first set of estimation results in Table 3 is
for the regression model (Equation 4). The results
imply that forecast bias declined by 0.24 percent of
the stock price after the introduction of Reg FD.
This finding confirms our earlier conjecture that the
increase in forecast bias following Reg FD
{observed in our univariate results) was driven by
unexpectedly poor macroeconemic conditions. The
decline in forecast bias following Reg FD is consis-
tent with Lim’s prediction (2001) that analysts
become less optimistic when they rely less on
insider information.

After the Global Settlement, the forecast bias is
lower by 0.96 percent of the stock price compared
with the forecast bias before Reg FD. This result is
consistent with our univariate findings and implies
that the Global Settlement and related regulations
successfully neutralized analysts’ conflicts of inter-
est. The positive coefficient on Manth suggests the
presence of the wallk-down trend. Forecast bias is
high for earlier forecasts and becomes lower over
time. On average, forecast bias increases by 0.14
percent of the stack price per month with the length
of the forecast horizon.

Because the Global Settlement is an enforce-
ment agreement between U.S. regulators and the
Big-12 banks, we next examined whether the
impact of the Global Settlement is limited to the
Big-12 banks or whether there are spillover effects
on other analysts.!® In a recent study, Barber,
Lehavy, McNichols, and Trueman (2006) reported
that the proportion of buy recommendations
declined significantly among all analysts after the
implementation of NASD Rule 2711. They also doc-
umented that the decline was stronger for the sanc-
tioned banks. Whether the Global Settlement has
had a differential impact on analyst forecast bias,
however, remains an open question.

To identify the differential impacts of Reg FD
and the Global Settlement on Big-12 analysts, we
compared the bias in the forecasts of Big-12 analysts
with the bias in the forecasts of other analysts. In a
urnivariate comparison, we found that, on average,
the forecasts of analysts working for the Big-12
banks are statistically significantly less biased than
the forecasts of their counterparts in each of the three
periods. The differences, however, are economically
teivial. For example, the difference between the
mean forecast bias of Big-12 analysts and that of
other analysts is -0.04 percent of the share price in
the pre-Reg FD period, —0.09 percent after Reg FD,
and -0.05 percent after the Global Settlemnent.
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Table 3. The Impact of Reg FD and the Giobal Settlement on Forecast Bias

0] {2)
Coefficient I-Stakistic Coefficdient t-Statistic

RegFD —0.24%* -3.29 -0.16* -2.05
Gleb -0.56%* -10.68 ~{1.86%* 9,51
CompanySize 0.65** 16.89 0.67** 17.52
NumA 0.02** 339 0.01%* 2.68
MB —0.03* -5.97 ~(.03** -5.59
YearStk 0.01 1.58 0.01** 259
YearIBES 0.00 1.54 0.00 (.78
NumStk 0.00* -2.38 0.00* ~2.05
Numlnd =0.01 -1.18 =-0.01 -1.40
BrokerSize 0.00 -1.64 0.00 -0.41
EPSLoss 5404 43.20 L lek 40.53
EPSDecling 2.40% 62.82 2.38% 60.63
Litigation -0.03 -0.24 -0.08 ~0.66
Labor 052 212 0.47 1.89
ActualGDP -0.04* -2.05 -0.03 -1.23
UnexpectedGDP -0.03** -6.26 ~0.04% —6.61
Bigl2 -0.06%* -3.05
Bigl2 x RegFD} -0.07% -2.04
BiglZ x Glab 0.03 1.34
Month 0.14% 51.70 0.1a* 47.76
Year 0.03* 2,16 0.0z 1.09
Adjusted R? 46 0.45

No. of observations 434,268 434,268

No. of companies 7,315 7,315

Notes: This table presents the coefficients obtained from Equation 4. The dependent variable is earnings
forecast bias, defined as the difference between the mean of all forecasts made in a particular month
for a particular company and a particular fiscal year and the realized EPS, scaled by the stock price
and multiplied by 100. The RegFD indicator equals 1 for forecasts made between 23 October 2000 and
20 December 2002. The Glob indicator equals 1 for forecasts made after 20 December 2002. Analyst
coverage, NumA, is the number of outstanding forecasts used by I/B/E/5 to calculate monthly
censensus. CompanySize is the natural log of a company’s market capitalization, Market-to-book ratio,
MB, is the market value of equity divided by the bock value of common equity. Company-specific
experience, YearStk, is the number of years since the analyst made her first forecast for a particular
stock. General experience, YearIBES, is the number of years since the first day the analyst appeared in
1/B/E/S. NumS5tk and Numlind are the number of stocks and the number of industries covered by the
analyst, respectively. The EPSLoss indicator equals 1 when the corresponding actual earnings of
company j are negative. The EPSDecline indicator equals 1 when the realized earnings in fiscal year
are lower than the realized camings in the previous year. BrokerSize is the number of analysts working
for the employer of the analyst who makes the forecast. The liigation risk indicator, Litigation, equals
1 for companies in high-lidgation-risk industries. Labor intensity, Labor, is {1 —Gross PPE/Total gross
assets). The regressions are estimated with fixed company effects. The reported i-statistics reflect robust
standard errars adjusted for heteroscedasticity and clustering by company,

*Significant at the 5 percent level,
*Significant at the 1 percent level.

To see whether the differential impacts of Reg
FD and the Global Settlement on Big-12 and
other analysts change whern we control for
company and analyst characteristics, as well as
economic conditions, we re-estimated the re-
gression madel (Equation 4) with the Big-12 indi-
cator and its interactions with the Reg FD and
Global Settlement indicators included as addi-
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tional independent variables.!” The second set of
results in Table 3 is for this regression. Consistent
with our univariate results, the Big-12 indicator
and its interaction with Reg FD are significant in
statistical but not in economic terms. More impor-
tantly, the interaction of the Big-12 indicator with
the Glob indicator is insignificant, both statisti-
cally and economically.

©@2010 CFA Institute
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These results imply that both Big-12 and other
analyst forecasts were biased before Reg FD,
which is consistent with Lin and McNichols (1998),
who found ne difference between the earnings
forecasts of analysts affiliated with banks involved
inunderwriting deals with the covered companies
and the forecasts of unaffiliated analysts. These
results also imply that the impact of the Global
Settlement and related regulations is the same
amang Big-12 and other analysts. This finding may
reflect the fear of non-Big-12 firms that they may
become targets of similar investigations. In addi-
tion, because Big-12 banks no longer reward opti-
mism, the incentive for lower-tier analysts to make
optimistic forecasts as a means of moving up to the
bigger banks has also been reduced. Finally, the
rules and regulations introduced by the SEC,
NYSE, and NASD around the time of the Global
Settlement covered all analysts.

We checked the robustness of our main
conclusion—that forecast bias declined after both
Reg FD and the Global Settlement—in a number of
ways. First, we used an alternative definition of the
forecast bias by normalizing it by the book value of
equity per share.!8 Second, we changed the cutoff
dates for each period by using the effective date of
Rule 2711 instead of the announcement date of the
Global Settlement. Third, to ensure that our
conclusions were unaffected by changes in the
sample composition across the three subperiods,
we required at least one forecast by the same ana-
lyst for the same company in all three periods.
Fourth, we dropped observations with stock prices
under $5 to avoid any potential biases induced
when the scaling factor is a small number. Fifth, we
extended our sample period to include an earlier
period (January 1984—December 1995). In all these
cases, the results (not reported here) remain quali-
tatively the same as those reported in Table 3,
confirming that forecast bias declined after Reg FD
and especially after the Global Settlement.

We also examined the breadth of these effects
by estimating forecast bias regressions (Equation 4)
separately for 12 business sectors and for subsam-
ples formed on the basis of annual quintile sorts by

company size and analyst coverage.'? The results
(not reported here) show that the effects of the
Global Settlement are negative for 11 of 12 sectors
and are statistically significant for 9 sectors. The
effects of Reg FD are negative for 8 of 12 sectors, but
significantly so for only 6 sectors. Qur results also
show that the effect of Reg FD is concentrated
among smaller companies and companies with low
analyst coverage, whereas the effect of the Global
Settlement is more widespread, withno clear cross-
sectional pattern.

Conclusion

Analysts’ conflicts of interest were evident before
the Global Research Analyst Settlement and were
nat limited to the 12 banks covered by it. Reg FD
made analysts less dependent on insider informa-
tion and thus diminished analysts’ motives to
favor company managers by inflating their earn-
ings forecasts. The impact of Reg FD is more sig-
nificant for companies with a less transparent
information environment in which insider infor-
mation has the most value.

Introduced in 2002, the Global Settlement and
related regulations had an even bigger impact than
Reg FD on analyst behavior. After the Global Set-
tlement, the mean forecast bias declined signifi-
cantly, whereas the median forecast bias essentially
disappeared. Although disentangling the impact of
the Global Settlement from that of related rules and
regulations aimed at mitigating analysts’ conflicts
of interest is impossible, forecast bias clearly
declined around the time the Global Settlement
was announced. These results suggest that the
recent efforts of regulators have helped neutralize
analysts’ conflicts of interest.

We thank Donal Byard, Terrence Martell, and seminar
participants at Baruch College for helpful comments.
Armen Hovakinian gratefully acknowledges the finan-
cial support of the PSC-CUNY Research Foundation of
the City Linfversity of New York.

This article qualifies for 1 CE credit, inclusive of 1 5ER credit.

Notes

1. Several rules and regulations were enacted around the
Glebal Research Analyst Settlement—for example, NASD
Rule 2711, NYSE Rule 472, and Regulation Analyst Certifi-
cation. Because they were infroduced over a relatively short
period, determining the separate impact of each one of these
regulatory actiens is impossible. Nevertheless, all these
rules and regulations share the same goal of reducing

JulyfAugust 2010

analysts’ conflicts of interest. Therefore, we use the term
Global Settlement to represent all the rules and reguiations
enacted around the Global Research Analyst Settlement to
address analysts’ conflicts of interest.

Scherbina (2004) found a negative relationship between the
estimated bias that arises from self-selection in coverage and
subsequent stock returns. Her results suggest that retail

[\)
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investors fail to adjust for the bias, Malmendier and Shanthi-
kumar (2007} found that retail investors react to stock rec-
ommendations lilerally. Institutional investors buy stocks
that have “strong buy” ratings and sell stocks that have
"buy” ratings, whereas retail investors buy in bath cases.
Kwag and Shrieves (2006) found that persistence in forecast
errors can lead to polentially profitable trading strategies.

3. Overall, these studies found either no change (Bailey, Li,
Mao, and Zhong 2003} or a decrease in forecast accuracy
{Agrawal, Chadha, and Chen 2006; Mohanram and Sunder
2006) and forccast dispersion (Agrawal, Chadha, and Chen
2006) following Reg FD,

4. Kadan, Madureira, Wang, and Zach {2009) documented
that stock recommendatiens have become less aptimistic
since the Global Settlement. Furthermore, they found that
the likelihood of an optimistic recommendation is no longer
associated with analystaffiliation. Ferreira and Smith (2006)
found that investors have not changed the way they
respond to analysts’ changes in recommendatons since Reg
FD. Examining bid-ask spreads and trading activity foilow-
ing Reg FD, Lee, Rosenthal, and Gleason (2004) found no
significant increase in volatility or in the adverse-selection
component of bid-ask spreads.

5. Reg AC took effect on 14 April 2003. See the joint report
by the NASD and NYSE (2005) for the effectiveness of the
new rules.

6. The 10 investment banks are Bear Stearns, Citigroup, Credit
Suisse First Boston, Goldman Sachs, J.P. Morgan, Lehman
Brothers, Margan Stanley, Merrill Lynch, UBS, and U.S.
Bancorp Piper [affray. In 2008, Bear Stearns and Merrill
Lynch were taken over because of their deteriorating finan-
cial positions, whereas Lehman Brothers ended up in bank-
ruplcy. Because our sample period ends in 2006, these
events did not affect our results.

7. These two investment banks are Deutsche Bank and
Thomas Weisel Partners.

8. Because priorstudies (e.g., Lin and McNichols 1998) found
no cross-sectionat differences in forecast bias between
affiliated and unaffiliated analysts, one would not reason-

ably expect cross-sectional differences in the impact of the
Global Settlement on these two analyst types.

9. Thercfore, one would not reasonably expect cross-sectional
differences in the impact of the Global Settlement on self-
selection bias.

10. Forecasts for current-year EPS are the forecasts inI/B/E/S
with code FPI 1. Forecasts for subsequent-year EPS are the
forecasts in 1/8/E/S with cade FPT 2.

11. Weexcluded forecasts in the I/B/E /S Excluded Estimates
file and forecasts for which actual earnings figures were
missing.

12, TheI/B/E/S Summary file contains monthly snapshats of
consensus-level data and corresponding stock prices. The
snapshots are as of the Thursday before the third Friday of
every month. The reported stock prices in this file are the
last available prices before the Thursday. I/B/E/5's earn-
ings-related data and stock prices are split adjusted.

13. Using stock price to normalize forecast bias is common {see,
e.g., Richardson, Teoh, and Wysocki 2004), Later in the
article, we discuss the rabustness of our findings to alterna-
tive scaling of analyst forecast errors.

14, We defined extreme values as those in 1 percent of both
tails of the distribution. Variables that took only positive
(negative) values were trimmed only on the right (left) tail
of the distribution.

15. Realized earnings and forecasts are scaled by the stock
price, consistent with the scaling of the bias measure,

16. Other regulations, such as NASD Rule 2711, affect all
analysts.

17. In this analysis, for each forecast month of each sample
company-year, the mean forecast bias is calculated sepa-
rately for Big-12 and other analysts,

18. This step also ruled out the possibility that such events as
the decimalization of stock prices in August 2000-April
2001 affected our findings,

19. The sector classification for each company is from the
1/B/E/S Identifier file.
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MCC-198 Regarding: Dividend Yield Adjustment
Witness: J. Stephen Gaske

a. Please specify the journals or periodicals to which the paper
provided as Exhibit No._(JSG-08) was submitted for possible
publication. If it was published, please provide a copy of the
published version.

b. Please state whether this paper or arguments substantially similar to
those in this paper were presented as evidence in one or more FERC
proceedings. If so, please identify those proceedings by name and
docket number, and provide copies of any FERC orders or decisions
addressing these arguments.

Response:

a. Exhibit No._ (JSG-08) was part of a longer paper, "The Nature of Estimation Biases
in DCF Analyses of Equity Cost in Rate Regulation,” that was presented at the 1988
Annual Meeting of the Financial Management Association. Exhibit No._ (JSG-08)
was subsequently submitied to Public Utilities Fortnightly, however they declined to
publish it because they indicated that it is too technical for their general readership.

b. The analysis which ends on page 6 of the paper in Exhibit No._ (JSG-08) was
presented as Appendix C of Comments by New England Power Company (NEPCo)
in FERC's generic rate of return Docket No. RM86-12-000.

In generic rate of return orders prior to that proceeding the FERC had described the
assumptions that the Commission considered to be most reasonable concerning the
timing of dividend payments and growth in dividends. In Order No. 442-A the
Commission showed the algebra that it believed would reflect the Commission’s
assumptions, and used this algebra to supposedly show that the current dividend
yield in the DCF model should be muitiplied by [1 + 0.509] in order to reflect the
Commission's assumptions.

The NEPCo Appendix C comments in Docket No. RM86-12-000 demonstrated that
there had been a mathematical error in the Commission's prior analysis and that
when the Commission’s original algebra was corrected, the Commission’s
assumptions indicated that the dividend yield should be multiplied by [1 + 0.75g].
That result is shown in Equation {6} on page 6 of Exhibit No. _ (JSG-8).

The Commission acknowledged this comment, but did not explicitly respond to
the comment when it issued its decision in Docket No. RM86-12-000. [nstead, it
ignored its prior erroneous algebraic approach to deriving the dividend yield
adjustment factor and attempted to use a numerical example instead of algebra to
justify using a factor of [1 + 0.50]. However, the numerical example unveiled in the
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text of Order No. 461 incorrectly truncated several numbers to reach an erroneous
conclusion. When calculated correctly, the example in Order No. 461indicates that
the dividend yield adjustment factor should be [1 + 0.625].

Pages 6-8 of the paper in Exhibit No.  (JSG-08) address the error in the new
reasoning presented by the Commission in Order No. 461. To Dr. Gaske’s
knowledge, the arguments on pages 6-8 of the paper have never been introduced as
evidence in an FERC proceeding.

A copy of Order No. 461 is provided as Attachment A.
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UNITED STATES OF AMERICA
FEDERAL ENERGY REGULATORY COMMISSION
[18 C.F.R. Part 37]

Generlc Determination of Rate of Return on Common Equity
for Publie Utilities

{Dockaet Ho. RMAE-12-00G]
ORDER HO, 461
{1ssved December 24, 1386)

AGENCY: Federal Energy Regulatory Commission

ACTION: Final Rule

SUMMARY: The Federal Energy Regulatory Commiss{on {Commisgsion}
determines that the average coat of commaon equlty Eor the
jurisdlctional operation of electric utilities during the year
ending June 30, 1986, was 13.45 percent.

The Commission also modifies the guarterly indexling progedure
which establishes and updates the Eenchmark rates of return.
The quartecly updaktes will no longer be Bubject to a cap on the

" charges from gquarter to quarta:; New benchmacks will be
established for fillings made on or after February 1, 1987,

Thene benchmarck rates of return will remain aﬁvisary only.
The benchmark rates of return establlished as a reault of this
proceeding are Intanded to guide companies and intervenors in

individual rate cases and to serve as a reference pofnt for the

e 5¢

Oncket No, RMAR-1Z-n04 -2~

Cammisalnn in tts Aellherations. The Commirsinn mav take

nFfficial nntica of them in.individual rate progesdings.

EFFECTIVE: The final rule is effective [30 days after nublication
In the.Fedaral Ragisterl.

FOR_FURTHFR TECHNICAL INFORMATION CONTACT:

Marvin Rosenhberng

Ronald Rattey
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Fedrral Energy Reoulatory Commission
B25 Horth Capitol Strest, N.E.
Washingtan, ND.C. 20426
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Charles A. Trabandt and C. M. Naeve. '

Generic Determlnation of 3

Rate of Heturn on Common )
Eguity For Publie Utilities )

1.

If.

ORDER NO. 451
PINAL RULE
{Issued December 24, 1986)

TABLE Of CORTENTS

INTRODUCTION . vsavsttranansodssnsanssoncassnsanssnansa

SUMHARY AND ANALYSIS OF COMHENTS.vxvvasrsrveasnsracas

“A.

Status of the BUlBaa i sierrasntarrsrransnsnsesnsnnrs

1.
2.

Introductkion.icesstsranesnscnssarsrssernracanss

Advlsory Only or Presumptive Benchmark Rate..

S

Comment SUMMALYeceesarstovvacasrrsssrasns
Analysts and Findingseeccisasesssviraesanns

Rebuttable Presumptlon Standard......c.c0vene

a-.
b.
c.

Introduction.sces v stevsssscarsansanny
Comment SUmMMALYeisreacasssasntsmasrasssor
Analysals and FindingsS.s.vosnianacrrniaeas

Termination of the Rulemaking...i.vceeaviinn.

.
.

Comment SUMMAEY sssaesssoarsennrnsasnansss
Analysis and Findingg-secincacnsnananaess

Docket Ho. RMBG6-12-000

Page

10

10
11

1 3
11
13
13

13
15

Rasn ¥Year Cast. ey nenitsoananosssnenaninssnanns

1.

fi.

PDCF HMndel Formulatinnie.eeisasnsscaresscrssnan

A

hr.

TRteaduction. s sene et sarncnsannsanrcnsyra
Comment Sutmary and Analesis.............

F T B

B3: CrimmAnE BUMMATY ¢ v v et s ae sravneornnnenenee
h. ’

Analysis &2pd Conclusion. ciran i iennnaans

D v idend FEela. e inr e rvrancennnecensnns

a. Tntroductinn;.-,.......u.....,...........
b«
c. Analysis and PIndings.cvvivsncenascuannes

COmMENnt SUMMATY . eretcnrttasetrasnrnsanens

GrOWwED Rat€ouu i iatorreornnnertoanacaossnanis

a

B

c

Intrnduction...................;.........
Comment Summary oeesvvssosansarassnosnaanns
Analysis and Findirmos..e oo iiiiiannnnss

forrchorative Rvidenco. .o enivinrainnesnnsns

a

h.

1

InteotUchion. e et i i iann v bainanacasanonna
Comment Summarv and Analysis...oercenaans
il Risk Premium ANalyseS.isaseerivasianas
i} Farnings-Price {(R/P) and Earnipgs-
Bnok [R/R} Ratlaos..,cieeiuivirannsnnans

{
i

FIntabion COREG. i vuenestcnssoastannsosnsnnns

a.
b.

{
a.

f
i

T L e B
Comment Summary and Analvsis..cuivivrncnane
V- Types af Costs ko Re Recavered......,.
1 Hathnd of BeCoUarV. . i nrivanennnscs s
] FOEM Of ReCOVEEY . iiveransanarassnenns
Flntation Cost Adiuskment....eciverceanasna

ti
i3
i1

Jurisdictional RisK...veeiiuiisiasanssionanansn

2.
h,

Commant, SUAMATY ce vt shmememivsanacarrenassnn
Analysis and Canclusion.is s eesanrinvrvarnas

Page

17
17

17
17

24

26
27

29

29
an
31

33

33
313
43

55

%5
55
55

38
62

62
63
61
A5
RE6

&7

Lis:]

R9
0




CJQ

TII.
1v.
V.

V1.

-3

Quartecly Indexing Procodure. . coasaasracvirsrnnanns
1. Introducslon.ecrarsosseatensssrarssssncaasrasaas
2., Caomment Summary and ANalysis.iecacerssaaransiaaa
a. The Six-month Dividend Yield and the 50
Basis Polnt C8B.-ivrinensasnsantstbasatnsane
b. Changes in Growth Fxpectations.ciiwsrresenas
Ratemaking Rake of RetUIMicscrrrsnarcssassaannroives
1. Tnircductlnn...................................
2, COmMENE SUMMBEY.eecrsattssasnsstsssssqananuanan
TR ulo1: T=3 KT -1 DS L T L R
The DCF Method/Cost of Capltal Standard.....vennnns
. TnhrndUC‘"ﬁiDn----...‘-a---..t.--;qq-..a---..--o-o

1
2 Comment SUMMATY.sererrosnerssnsdrtasasansnanaas
3. Apalysis and Flndinos.coieeisssisnacinnnsniaas,

SUHMARY DF CﬂANGES..........-ﬁ..........................

REGULATORY PLEXTRILITY ACT CRRTTFICATYON. . vrevcacrarnans

TIMING OF OUARTERLY UPDATES
AND EFFRCTIVE DATE OF RULF. ovavesviesssdonstrasrusnonnans

REGULATORY TRXT e s aurrtostavonsssasrsrsnsnsrasssentitins

ABPENDTCES

A.
B.

.

List nf Commenters .
Zample of Companies Used for Rase Year Pividend
Yield Catculation

Sample of Companies For Dividend Yield Update

7]
71

71

95

95

L

Mnckek Mo. RMBAR-12-000 -4 -

T.

TNTRODUCTION

In aceardance with & 37.4 nf its Requlatinng, ths

Faderal Fnergv Reaqulatary Commissiaon (Commission! iz dAeter-—

mirning in this orderc: (1) the average caost of common eoulty

for the jurisdictional nperalians of puhlic utilities 1/ far

the vear ending June 10, 19Rf (hereafter the "hare yeag™):

and {2} a guarkterly {ndexing procedure to updote the cant

estimake and establish bhenchmark rates of return on common

equity for use in fndividual! vate cases. This is kthe third

annual proceeding. 2/ The benchmark rats of return #skablished,

In this progeedinn was to have heen aceorded rehuttable

presumption status, but, as discussed_heluw. will remain

advizary nnlvy.

The terms "publlc utilities” and “electric utilivlies" are
used Intarchanneahly,

The annual proceedings ware first established by Order Ro. 389,
Genacic Patermination of Rate of Return nn Common Foujity for
Flectric Hkilitles, 49 Fad. Reg. 29,948 {July 25, 1984}
{Dockar Nn. PMRO-IR-000) (Ffnal Auyle) (Teeued July 18, 1984},
The flest annual proceeding resultad in Drder No. 40,

50 Fed. Reg. 71.,RN2 {®ay 29, 1985) (Docket. Ho. RMBA~15.000}
{Final Rule} [tssued Hay 20, 1985) and Order Ho. 420-A, -

%0 Fed, Reqg. 34.08F (Auqust .23, 1985) {Dogket Noe, RMA4-15-
00!, et al.} {Order Denving Rehearilnql {Issued Aug. 20, 1985},
The secend praocending rerulted in Order Wn. 442, 5] Fed.

Rag. 343 (Jan. A, 198F) (Dacket HNp. BMA5-19-000) (Final Rule}
{1ssuerd Necemher 26, 1985) and Order Nn. 443-A, 51 Fer,

Req. 22,905 .{June 20, 1986) {Dmcket Nn. RMRS-19-DBI, et al.)’
{order Granking in Parr and Denving in Part Rerumsts Tor
febraring) - (Issupd June . 11, 198R), .
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The Cnmmissinnfs intant is to produce moce accurate and
consistent rate of roturn declsinng, te invnlve the Commission
an an onagoing hasis in consideratinn of the financial and
operating circumstances of the industry, and, ultimately, to
reduce the vesmurces directed toa this issue by applicants,
intervanors, and the Cammisslon. 3/ The Commlasian has pre=

viousiv discussed the ﬁtatutqpv'réuuirementﬁ-app!icabie to

~-mipetrie utility rate Filimgs subiect to the Commission's

jurisdiction and its reaksons For attempting to develop a
genaric or banchmark anproach te the measurement of the cost
of comman soulty for iadividual electric utilities in rate
cases. 4/

On Jquly 21, 1986, the Commissfon Lagued a Notlice of Proposed
Rulemaking {Notice er MOPR) in Dockeb No. RMRE~13-000 5/ proposing
to datermine: (1} the average éost of common egquity for the
jurisdictional operations of public ukilities for the base year
and {2} a ouartorly indexling ‘procedurs to establish benchmark
rates of return on common equity Ffor use in {ndividual rate

caserR ,

' 3/ Drdec Me. 420, 50 Fod. Reg. at 21,803,

47 Id.
5/ Generic Reterminat i6n of Rate nf Ratufn on Common Fouity

for Public BEitities, 51 Fed. Rea. 27,080 fiuly 29, 1986)
{ Pocket WNa. RMBG-12-007) THotice of Propesed Rulemaking)
(Tasued July 21, 1%9BR).

/ \ I “\i
N ‘; & §
- ¢ . N

hocket No. BMBGE-12-000 - 6§ -
Tn the NCPR the Commissinn propesed to use the same
Mrcounted Cash Flnw {DNCF) apnroach to determining and updating

the generic rate of return on eauity that It had previously

adopted in Ofder No. 420 and in Ordor No. 442-A. §/ The

Commisslion further proposed to adopt the findinn of Drder Mo,
442 that there is no anpreciahle difference in risk between
the wholesale and retail eperations of électfic utilities, 1/
The ﬂbmm%gsion anught comment on a number of {ssuves with regard
tc tha ratemsking rate of return concant. The Commission
alsa propesed a caodification of the procedure For determining
Eha generic cost af egquiky and reduced Flling reguitements
For r&te fitings that make use of the ageneric rate of return
an eaulty. F}nally. the Cnmmlssion'nroposed [£] makﬁ.the
generic réte af return nn nuuftv aprticahle an a hinding
basla te rate Fllings by electric utititles that pbssessed
certain bond ritinn'chafactnrlshib5; The Commission asked
Far céﬁment Gﬁ'rhiﬁ hrnpoéal; particularly, on how the
prnnnsél would work in coniunckinn with the hurdan of proof
that the Federal émwer Act places upnn a utility fllinq a

rata increase. 8/

6/ 5§51 Fed. Reqg. at 27,091-52,
1/ 31 Fed. Req. at 27,052,

8/ 16 B.5.¢. § B24d{e) (10532},

reherra T e
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In response to the NOPR, 29 personn rubmitbed crmments &
3 requlatory commirsinn staffs, 19 indlviduz? utllities or
qroups of utilitien, an electric utitity trade associatioen, 5
{ndividual uritity customers or grouns of utility customers
or representatives of wtility customers, and 1 individual. 9/
Mosk comments faveoced primary relfance on the DCF approach to
esbimate the cost -of common'enuitv and sevrral included
comprehensive studies estimating the cost Aurina the hase
year. Hnat commenkers alsﬁ favored the Commisaion's proposal
to incorporate an estimate of the Industry average flotatien
‘copst in the henchmark rate of regurn. There was general
support for the use of a dividend vield-based indexing mechanism.
Finally, no commenter favared the proposal to make the benchmark
appllcable npn a hinding basis. In fact, most commenters
actively opposed it.

In responae'to the comments and after consldervation of
the issuvs involved, the Commission has deciderd to adept the
nroceduras used in the second annual procerding, as described

in Order No. 442-a, for determining and updating the ‘benchmark

9/ Thene commanters are referred to by acronyms in the
text that Fallows. See Appendix B for 2 tist of rhe
actonyms and the partles that they signify. Tnitial
comment.s are hereinafter referred ko as "ICY and redply
cnmments as "RC."

Nocket No. RMBH-12-000 - & -
rate of return, except that the updates will no lonner he
subieck Lo a S0 basls point cap.

As detailed helow, the Commission estimates that the

averaqe cnst nf common egulty for the jurisdictional epsration

of atectric ukilities during the kase year was 13.05 percent.

This is based on a renuired rate of peturn nf 13.02 percent
and 2 flptatinn post adjustment nf .03 pereent.,

‘ The benchmark rate of rsturn will he updated on a quarterly
hasie for use fn individual rate cases. In Januarv 1387,
the Commission will announce the figst benchmark rate of
retyrn, based on khe dividend ylelds for the lask two guarters
of 1985,

As discussed more speciflically below, the henchmark

rates of return will remain advirory onlv. The benchmark rates
estahlished as a result af this proceeding ave intended to
quide companies and Intervenors in indfvidual rate cases and to
sptve as a ceference noint for the Commisrimn In its deliberations.
TheKCnmmission may kake ofFicial nokice of tham in fndividual
rate praceesdinugs and the Commission will determine the weight
ko accord the applicable henchmark rates based an the record
in each case. 7Tn this redard, the Commisslon urges parkicipants
in tate cases to evaluate the réasnnahienesn af the apnl fcable
henchmacks In light of anvy special cfrcumsStances of thé Filing

ubtllity. 10/

14/ The primacy excepkions to the applicavien of the henchmark
ratn aof ratura tn a utitity during a rate case {s when the
uritity is signiFicantlv more ar less risky than the
averane utilley,
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2. Advisory Only or Presumptive Benchmark Rate

- a» Comment Summary

Atl commenters that address this ayesh!an rennmﬁen& fhat
tha beachmark rate ramafn advisory. 11/. Some commenters acque
that the Commission has not had sufficient experience with
which to judne the rule. 11/ Commenters note that the Commlsszion
mare suhstantial revisions in the second preceading. In this
regard, one utility states that thece are skill unrpsnTQed
issums, e.fi.. the ratemaking rate of return. 15/ Annther
commentet states thak the cost calculations of the commenters
sEE1T vary significantly due tn differences in the ﬁethods for
measuring the components of the cest. 16/

Dne commentaer qusastions the nend for a.rehuttahle presumption
since rate of return 15 so seldom the s¥h1ech of litiaation. 17/
Anather alleges that durina the advisorv reriod, the benchmark
rates of return have not heen used in-anv sionificant way. As a
result hhiﬁ cnmmenter guestions the value in adding another
rate of return amalysis which would have tn be addcesaed in

individual cases. la/

13/ AEP IC at 4; NEP IC ak 22-24: CGE IC at B-9: BREC RC at 15:
AP ar 14,

14/ PEPCO TC ak 3; BEC IC at 2,

15/ CGR 10 at B,

16/ ARP IC at 4,

17/ RAEP IC at 4.

1B/ SCE RC at 3,

E

Dacket No. AMBE-12-000 -1l -

b. Analysis and Findings

The Commission agrees that {t has not had enough experience
with the rule tn justify moving to the rebuttable nresumption
standard at this time. While tha Commissfon made changes in
its estimation procedures over the ldst year, they were not the
cause for the lack of experience with the rule. Rather, the
Commission has vet ro declde a case in which the henchmark was
avallaple and cakte of rebturn is an issue. With vespect te the
gifferences amonn commenters relative te the preper methad far
eatimaking the cost nf common equity, the Commission’s Findinags
in the last two proceedings have reduced the numher of issuns
and narrowed Lthead differences siqnificantly.

Howaver, gquestions remain regacdinag implementation of a

rechuttahle presumption rule: Therefare, the Comnisz{non has

-decidad not to mave beyond the advisory only stakus For tha

benchmark in this proceeding. 19/

3. fehuktable Presumption Standard

2. Intreduction
The Commission propeosed a significant risk difference

atandsrd. A ukility would receive the henchmark rate iF it

18/ In the Notlce, the Commission pronnsed tm amend iks
- ragulations ta veduce the Filina venuicementa in
individual rate casrs. Since th2 henchmark rakes of
raturn wiit pnt he impiemented as rehuttahle presumptions
.in individual rate cases, hnwever, channinm the Filina
reauirements would nat he appenpriake. Thus the Comwission
is nnk c¢hanging (ks Fillng renuirements in this proceeding.

aa e —
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fel] within the midrange for the aqaredate riak measuces
csﬁablishad in this proceeding. ¥In patticular, the Commission
prapgsed ba use bond ratlngs as the aagoregate risk measuce and
sought comment on alternative meafures.
b. Comment Summary

The cansensus amang the commenters ls that the cule should
allow siqniFigant flexibility For challenging the presumption.
Many commenters viewed the Coﬁmissinn‘s nropnsal as setting up
an "irrebuttable™ presumption. 20/ Commenters generally argue
that no sinaole measure can adeaguately diatinguish the relative
rizx of all uveilities. 21/ One commenter arques that the
Commission’s propnsed significant risk difference standard is
similar tn the cisk categocizatlon scheme that was proposed
in Docket No. RMBD-36 and ceijected in Order No. 3BY. 22/

Mastk commanters argue that there in not epguoh homngeneity
of risk in the fndustry to support the ese ofF a rehutbable
rresumption atandard. 23/ They argue that the record supperts a

Findipa of risk heteroageneiby not homngeneity., Two utilities

20/ see e.g., PEFCO IC at 3; BRC IC at 2.
2_/ See e.q., AEP IC at 3 AUS IC at fl: EEI IC at A-9.
22/ Bee DGR IC at 2-3.
23/ See e.g-, AUé’IC at 63-66; EEI IC at Attachment A:
Cooperatives IC at 35.
N

s

i
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recamnend that the Commission consider dividing the fndustry
into four risk categories. 24/

Commenters also ralse conceens with the Commissinn's proposed
use af bond ratings. 25/ They argue that there 15 inadecuate
Aupport for the assumption of a corralakion between bond ratinas
and common equity risk. 26/ Some present empirical evidence to
show a weak relationship. 27/ Finally, one commenter arnues
that the bond cating hands within which ytilities wouid he
presumed to be of average risk are aphitracy and unsupportable
in the context of determining the allowed raka of return. 28/

c. pnalysia and Findinas

As dlscussed azbove, the Commission has decided ko kees the
rule aduisnry only. By keenina the rule advisary nanly, the
Commission will have an opporbtunity to further evaluats the
implementation fssuer arsociated with distinguishine in&ividual

company vtisks From industcy average risks.

4. Termination of the Rulemakinn

a. Comment Summary
A number nof commenters recommend that the Commissian

terminate or agive serious conslderation to kterminating the

24/ See DE IC at 107 APS IC at 2.
25/ see AULS IC at A, WCG IO at 1l.
Ef‘ See AUS TC at RT: WOG TC ar 11,
27/ See e.n., WCG I at 13,

28/ Spe SCH T( ar B,

i
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ru]cmgkinn. 29/ Opne commenter sﬁnuarts_thn Commissionts aeneric
anproach and others appear to endorse the concept. 30/

Critics state khat the obiectiver of the pule are not or
will not be met. Commenters allege that using the benchmark
rakte of return durfna the advisory peried would not have praduced
mcré accurate and consistent rate of return declsisns, According
to FA Staff, in only three of the eioght caser fn which it fiTad
rate of return testimony did the henchmark rate come reasonably
clogse te the‘Cemmisnicn Trial staff's recommendation. 31/ Some
coﬁmeﬁtnrs also claim that, brcause nf the degree of hetetodeneitby
in the industry, the benchmark rate would only reasonably be

applticable to a Amall number of coampanfes. 3y

29/ Cocperatjves TC ar 24-34; FA Sraff IC at 29 313 AEP RC at
1-2; AUS RC at 36-3%: BRC RC at 14-15%: EEI RC at 2-4;
PEPCO RC at 1-7:; BSC RC at 1-~3:; SCK RC at 2-4; -SW RC
at 1; VEBCO RC at 1-2¢ Second Cooperatives RC at 12-14,

an/ HSP IC ar B HINN IC at 109; WVCD IC at 2-4; AWW RC at 1.
A1/ FA Staff IC at 29-3t.
32/ cCooperatives IC at 24-34; FA Staff TC at 2%-3%; Second

Caoperatives Rl at 12-T14; Coaperatives R( at 7-12, Cooprratives

repeat the argument they made in the prior proceerding that the
induatry Is too haternnennus For a benchmark to be useful,
‘They contend that the “{ndustry's.lack of homogeneliry (s
abvious From the numernus risk groups within the jndustry

that are cecognized by lnvastment analysts and investors."

See Conperatives IC at 15. The essenca of this arqument

is that the cost of eauiky is an widely diverse that a

single heachmack 1s not appreoprizte, Given the Commission's
decislion to maintain the henchmark rates of return in an

{FOOTNOTF CONTTINUED ON NRXT PACGE)

Docket No. RHRG6-1Z-Bno oL ye

Commentars arqus that the aenaric rule has nat angd prohabiy
will not save resources, 33/ ene commentar states that the cost

aof qervice‘For most canes ?n_nettled and kha ardvisory benchmark

rates have not haﬁ any fmpact an Fhe rate of settiements. 34/

Tn fact, ons commenter also_al1gnes that, durinn the past B

advisory period, thg benchmark has not been used ko any signiffi-

cant degres hy rake case participants ar tha Cnmmisslnn.r35/
F;nall?. commentaers atlege rhat the annual neneric progensdings

have nnt resulted in more dirgpt and current Commission inv%luement

in i
the industry’s flnancial anad operatina circumstances, 346/

h._anaiysis and Findings

While few commenters suppert the rule, many commenters
actively oppose it. The central arcas of dlsagreensnt g the
cevaluation of the gepecic anpraadﬁ to the réte of retura on

cammon eouity issue are thred. The First cnicerns Ehe extent

{FODTNOTE CONTINUED FROM PREVIOUS " PAGR }

advisncy only status, there is na presumptinon bhat the
benchmark is applicable to any seqment of the fndusﬁrv
Hawever, anp fndustry-average benchmark is uzeful as a )
rolnt of departure, reqardless nf the d{striﬁutinn. f
the cnsts of equity In Khe indumtey. °

33/ Second Cooperatives RC as L4;: Conperatives TC at 30.
34/ Connerakives IC ax 37-2m.

35/ BCE RC at 2.

3R/ Cooperatives 1IC ax 30-37.
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to which the guality of rate of return decislone (including the
accuracy of eatimates of the cost of commoan egquity for the
utiljty in guestion} is enhanced by the case-by-~rase approach.
Segond, kthere is d{sdgréément an the impacts an lnterestend
parties. The third area of dispute is in the valuation of the
reccurces devoted to this 1save, including the time and cost to
all parties and the Commissiaon.

7 Ail hhéeé'ct Ehesé {ssues are factual. FHowsver, Iittle or
nn now emnit;cal eqidenck‘Lﬁ'béénan:pdﬂiﬁ'this praoceeding
hearing an the merits of these issugé.

Witk regard to the resnurce lssue, the Tommission abserves
the cost aé service partion of a high percentage of rate filinas
Is settled. Te dake, no rn;é Filina made rince the benchmark
rate has been in effect has rqceiveﬂ a fipal decigion‘oq rate
of return. However, the potentlai benefit from generic
resnlyt[on of recurcent ratke 155uea remaing a desicable
ob1echiqe. Therqure. the Cnmmigsinn heTieves that khe henefits
of fgrther analysis of the_éenecic approach outweigh thae
cnstﬂ. l

Tn addition, astimates of the {nduskev average cost of
vommon equity can be used hy the Commission in its analvsis in
indiu[dualArate::ases. Tha existence of industry averane cost
estimates alsn:niues parties an indication of the Commirsion's
cur;ent view of caplkal emstg. Tf ;he Cémmisn@nn nplaces weight
on thir analvais in individual rate proceedines, it could

narrow the diffescenceas among partias,

Ve
N
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R. Bage Year Cost

1. DPCF Model Farmulation

a. Introduction
Tn the Notice, the Commlssion expressed its {ntention ko
rely on the.dlscounted cash £low {DCF) 'methed for estimating
the rate of return on common equity. 37/ The particular
Formulation of the DCF model -that the Commission pronnsed to
raly.on is the tame one used .in Ocder-Nos., 420 and.d42-A:
Lo Dp. oo
1y -, k= ~—= {1 + .3q} + a
. s Py -
where:
k = market required rate of retutrn

e - BT
-~ = gurrent dividend yvield {current annual

Py --dividend rate divided .hy current market price)

4 = annual dividend arowth rate
< {1 + .%g) = adiustment facter for owarterly dividend payments
This model, first adopted in Drdef No._&zn. witl hereLﬁaFter
ba reFerréd to as the *420 Hodel." o

' The Commission requested comments on this rodel.

b. Comment Summary and Analysis

CGE araues that, in the dividand vield computatidn of
the PCF model, “it would he more ‘corract Lo use the next
perind dividend {M} instead of the 'irdigated cividend

rate.'" The NCF model (s nraspectlve, and, as such, the Future

3?7/ 51 Fed. Req. at 27,050.

e T e T Ak P 7
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income stream can only be considered by utilizing rhe next
period dividend.” 38/
In Ovder No. 420, the Commissicon rejected CGE's model

heczuse it "assumes that Investnrs receive'dividends once a

year. Clearly, [it does not] correctly characterize the real

worid where dividends are generally raid out o investors on
a guarterly hasis.®” 19/ For the same reascns, We reiect_
CGE's model in this prnceeding.

HEP argues for a mndlficgtlon te madel {1), where,
inmtead nFlmuitiprina the currenkt dividend yleld hy one plus
.5 times the rirowth rate, itA}s multiplied by one plus .75
times the growth rate, NEP concludes that model (1} is
#*inconsistent with the assumntian_that.rnn averaoe, annuatl
dividend increases ars a half year awav."_ig/ similariv,
PEPCO aroues for a .£25 %actor rather th;n the .5 facter. 41/

Mode]l (1) was originally adonted In Grﬁer.ﬂm. 420,
wherein the Cammission stated kthat it atrempted:

to approximate the average expectad annual
dividends received during the first vear.
Assuming that some companies Will fncraasa
their dividend rate within the first ouarter,

some durfna the second guarter, sto.,
fthis modell attempts to approximate

CGE IC ak 3.

s
=
Y

Order No. 420, 50 Fed. Reg. at 21,805,

e 1
s

L
=
“

NEP IC at Appendix €.

" PEPCO IC at Attachment A, peae 2.

o
-
S

2
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the average amnunt of dividends that the
avarage investor {or, egquivalently, investors
in the average company) would exkpect to raceive
during the first ymar. 43/
The Commission made a simllar assumption in declving bts
effective rate of return model in Order No. 442. 43/

Assume that & public utility stock 1s purchased on
Janhuary 1 and dividends are paid the following Harch 11, June
30, Septemher 30 and Desembar JE. IF the guarterly dividend
iz § .25 and the dividend arowkth rate is 5 parcent, the four
egually likely scenarios are modeled helow:

1/31 6730 9730 12731 Tatal Dividend Payment Date :
------ Dividend Racelved--o——en
5.25 .25 .25 .26 1.01 Rate Incraaserd During 4th Quarter ,
$.25 .25 .26 .26 - 1.02 . Rake Increased During dvd Cuacter ‘
5.25 . 2R .26 .26 1.03 Rate Increased Nuring 2nd Quarter 1
5.26 .26 .26 .26 1.04 Fate Tncreased NDuring 1sk Quarter :

$ 1.025 Average :

As can be seen, the averane vearly dividend recelved
vnder the four egually likelv scenarios is equal tn Lhe H
current annuzl.dividend rate (5 .25 x 4 = §1.00) multiplied
by one plus ane hall of the dividend qrowth rate {1 + .02%).

This demanstrates rthe reascnablensgss of the Commissinn's
cholee of model {1}, which implements its stated goal

of approximatina "the average expected anpual dividends

recelved during the Fipst vear.”

A2/ Order Nn. 420, 57 Fad, Weq. at 21,806,

437 Ocder Mo, 442, 51 Fed. Reqg. at 348.
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AUS arques for a DCF model which measures the investors'

effective veauicad cate of return: 44/
Dp -
3] ko= ——— [{1+k1+75 + {14k1-5 + (1403{1+k)+?3 + (149)) + q
_4Pg

where the varlables ave generally defined the same as ln model {1).

1n Order No. 442, Hodel, {2} was used by the Commission
to measure the inveators' effective mgrket requlred rate of
raturn on common eduity. 35/ The Commission described the
formula as reflectfng ™the benefits to investors of gatting
the dividends in Four quarterly instaliments rather than (n a
lump sum at the . end of the first year. Thesa hepefits are,
af course, the additional retucn investors may cbtain hy
reinvesting tha dividends received guarterly In the same or
another comparable investment untll the eand of the year.” 48/
Recauss the investpr rerains the suarbterly payments and can
‘reinvest them, the ubility's cost should reflect only the
naminat amount of the dividends. Hodel (2!‘wnq1d thus compen=
rata the inuestnc twice —— on;e by the utiiity and once.

throuah the investor's relpvestment of the dividends in some

A4/ AUS TIC ab 42. See alag VEPCO IC at 1.
45/ 51 Fed. Reqg. at 348.
8/ 1.

; x\
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ather alternative investment. Therefnre, madnl {2) dees not
aceurataly reflect the cnst to the utility and Is rejected. 47/
Southern arques for the following DUF model: A8/
oyt 24k 7% 4nya(+k) -5 +DgpT1+k) - 25 4nyg)
1) K 3 [mmmm oo e ST [11+a) + g
s Py (1-F} : !

where:
k = cost of common equity

Dios Dzne D30, Dag = average dividend Ffor lst through
4th gquavters, respectivaly

Pp = stock price
a = growth rate

£

flotation cost rate

Southern's pronnsed model ls another variation of the inveskocrs!

effective rénuired rate of return model. IE will be rajscted

Eor.tha sama reasans the Commlssion reiécts ﬁode! [2} proposed

by AUS, o
éouthnrn 5150 makers the Enllowiﬁq comment in suppork nf

tts version of bthe DCF madelé AWhen a2 utility pays dividends

47/ =The utllity is only required to provide the quarterly
dividends which gqive the {nvestor the opportunity-to
warn these additional earnings through reinvestmaent.
Order No. .442, Sl Fed. Ren, at 349, "The rpturn thae
investors expect from the Flrm daes nnot Inelurs the
income that thay expect to recelva from khe relnvestment
of dividends, Tnvestors have the opportunity to
produce this Income hy their own.actions In reinvesting.
the dividend nortion of thelr return.” Nrder No.

442-A, 51 Fed. Pan.-at 22,508, -

4R/ Southern IC at 14.
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on & cuarterly basis rather than an annual basis, the utility
Is unahle to use tﬁnse funds Ln the courae of the vear. This
45 an opportunity cost resulting From the time wvalue of
money. There?ore. it is more expenslive For a utility to pay
dividends an a guartevly basis than an annual basis.” 49/

Southnrn's armument is Flawed. Contrary to Southern's
asserkion, it {s =more expensive, In nominal terms, for a
utillty to pay dividends on an annual hasis rather khan on a
guacterly basis, If a constant dividend payout ratio is to he
maintained.  Ton Illuskrate this, conslder two idankical
utilitiesn, hoth nf which intend toc pay al! of thelr earninas
in dividends {i.e., have 100 pereent dividend payout ratios),

‘but one pays a single annual dividend (“Utility A") and the
other pays dividends quarterly {"Ucility 0"},

When Nitiliry O pays its dividends out of earnings
auacterly, the invastor has the npportunity to reinvest these
dividends at the required rate of return and earn an effactive
rate of return which would be eadual ke kthat caleulated hy
Order Ho. 442's "effective rate model.” This ls similar to
compound Inrerest in a savinas account. Conversely, since
Urilley A does nor pav dividenda during the cnﬁrse af khe
year, (&t hasa khe opportunity to reinvest {ts Earﬂjnnﬁ- At

Ehe and of the year, Brility A will pav 2 singlie Aividend

49/ 1Id. at 14,
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which, since it is paid aut of these higher raralngs, in
higber than the sum of Utility O's Enur Auarterly dividends.,
However, Utility A'R rate af retuvm, using this higher end=nf-
vear dividend, is ldenptical ta thit of Ueiiity 0. The valun
of Utility A's single end=-of- ynar d!v[denﬂ is soual tn the

sum of Ufility 0°%s . Four quarter1v diuldnndq plua the Investncs®
relnvestment annmﬂ. 50/ ' ' e

, The investar is {nﬂiFFerent rn the ukiliny's, dlv!ﬁnnd

. Mayment practice. Utllitles whlch nay ‘dividends mora aften

during the year. hut at lesqer nomlnai amaunt%, will tend tn
have lower nominal earninas per share thap utilitins which
nay dividends less often, hut at sltqh?lv higher nnmlnal
amount:. However, harause hnth rha ubility and 1nuvntor have
relnvestment opportunitlnq, the vield to the inveqtar will be
the snmn regardless of the dividand payment policy, assuminn
equal paycut ratins. Therfefaore, Hmuthern's araument falis,

In conclunion, the Commission helieves that rhe model {1y,
pronnsed in Fhe Notice, provides the best approximation of

the cost of common eguity for purnoses of thi® nroaceading.

80/ The "catemaking rate of return” issue, diﬂcuqqnd rlapwhers
in this arder, raires the auestion of whether these
"rarninas nn earninas® showld be accounted for in Ehe
revenye renylrement analysis,
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2. Sample

The Commission proposed to use a sample of 29 eleckric
utiliking 51/ hased on the nkandards adopted in its first two
annual proceedinas For three reasons. Firdt, the sample is
representativa of the electric utility industry as a whole.
Second, the relevant price and dividend data are aenerally
availahle fer alt of these companies. Finally, the data is
readily aceersible from more Fhan one source. The sample
would consist essentially of those publiely traded electric
utilities ar comhination companiex that mert explicit standards:

(1) the utility {s predominantly electric; 52/

an
.
~

See Order Nn. 420, 50 fed. Reg. at 21,831. As a result
0¥f a racent merqer hetween Cleveland Electric Tlluminating
Cnmpany and Toledo FEdison Company to form Centerior Energy
Corporation, the number of companies in the sample has
heen retduced to 9% from the 100 company sample previously
used.

!

Ut
M
.

Operationally, the Commissiomn has selected all companies
ctassified In the industrv agroupings "Fiectriec Service™
ot "Elegtric and tther Sarviges Combilaed” by Standard

and Paor's Compustat Services, Fng, 'These industcy
grounings are auppased ta conform as nearly as posslhle
to the Gffice of Management and Budget Standard Tndustry
Classiflestion Codes. The ComouRtat "Flectrie Services®
industry grouping (Industry Classificakion Number 4911) s
defined as establishments engaged in the genervation,
transmixssing and distribukion of electric energy For sale
whare these services constitute 90% or more of revenues.
The industry arouning "Rlectric and Other Services
Crnmblned”™ (Industry Classification Humbnr 4971} s
defined as estahlishments primarily engaged In providinag
electric Aprvices in cambination with other sarvices,
with electric services as the major part, though leds
than 90% of ravenues. {Standard and Poor's Compustat
Servicas, Inn., Utitity Compustat IT User Manual . {19R5)}).

Y
y
ST,

(\\UJ
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{2) the utility has {&5 stock traded nn either the New
Yark or American Stnck Fxchannges

{3 the uritity is included in the UEility Compustar Tt
rfaka hase: and

41 the ukility is not exctiuded hy kthe Commissian

on a case-hy-case hasis, hased on uniaue cir-
cumskances. 53/

The fFourkh standard would aglve tha Tommisslion the
discretion to ellmirate camnanies for which data may he
unavallahle or {aapprepriate.

The Commission also propesed bto conbinue using the
following sereening griteria in pach nuarterly catculation tn
ensure that the data for sach company ir available and that

it can rearonably ke emplaved In a mechanieal Fashlan without

53/ 1Ip Order Ho. 442, three companies which meet the Ficst
thren standards were eliminated from the samplie. EFouthwestern
Pablic Service Company was eliminated because [k uses a
non—skandard Fiscal year. This caures its gividend vield
‘to Be put of time with the rest of the comnanies.. €P
National was delated bacause, In spite of jts heino listed
as a predominantly electric company, only 17.7 percent of
Its revenuers In F9R% were derived From eleckric salns,
Finally, UNTTIL was eliminaked becausr it i5 a new ubilicy
and InaufFfleent daka are availahle. 5} Ped. Pea. at 351.
The same conslderations eliminate these three cnmpanies,
fram our hase year caleulation. Mnreover, hecause of the
merger nf Toledo Edison Company and Cleveland Rieckrie
T1Tuminating Company to form Centerinr Fnergy Corporation,
the sample for the base year dividend yield calculation
hard decreased From 100 companies tn 9% comnanies.
Hawaver, adequate data on UNTTIL iz now avallable which
permits us te include this comnany in the sample used for
nurneses of thé guartecly indexing procedurs. WliEh the
add{tion of INITIL, the sample for the avarterly indexing
proceduce is increased ‘to 100 companies in this procesding.

T e e e S48 (8 AT o
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roducing distorted statlsties. Companies would be dropped . .
r Q the arowth rate apd that only companies which are reviewed

From the sample For the Following reasons:
gquarterly by beth Satoman Rrathers and Value Linez should he
{it the company's common Stock, through merger or other

acticn, no leongar i3 publicly traded: included. 56/ EEI states that under the proposed screening

{ii1 tha company has decreased ov am{tted 2 common criteria only the riskiest companies were excluded From the

dividgend payment in the current or prior thrse

guarterTs: Or sample; thus, the average la understated. 57/

b. Analysis and Conclision

(iif} the Commission determines on a care~hy-case basis
that some other occurrenee causes the dividend vield
for that crmpany to be substantially misleadina
and bias the rnsulting quarterly average.

The Cooperatives’ arguments as ko the same sample heing used

for tha Aividend yield and the crowth estimate have heen

The First screen would ensure data availabliety. TF a , -
. raiged In previcus proceedinas, and we reiject them Far the

company 15 nn Innger publicly traded, it will not have a . . .
same ressons that we gave in these previous oroceedinas. 58/

current market nprice {and yield). The second screwxn wauld ) ) . .
Concerning ERI's argumenks as ko the exelusion of only the

eliminate companies fer which data would probably he inappro- . :
riskiest companies, given our decision to continue primary

priate in a constant growth OCP model, The thicd screen - . . ..
- vellance on a HCF madel, i+ would be inapprapriate ko use data

would give the Commission the discretion to further eliminate
for Firms that are nat purrently paying dividends. 33/ EEI is

atypical corpanies when necessary. .
ye n ¥ correct, however, that the second screening criteris tends to

2. Comment Summary U
s eliminate anly the riskiest companies from the sample. HNevavlhe-

Four commenters suppnrt bhe proposed sampling procedure. 54/ .
? P — less, the twa other screeas adopted by the Commission nrovide

BEPRO uses Five screens, which it states are in accoxd with the .
an appraprlate balance. The Commiassion recently ured the first

nropased criteria, to reduce the sample to 5 companins. 55/ L
- scrarn when two companies on the sample merged- In addition,

Conperatlves state that the sample used ta determine the average .
4 4 khe third screen provides sufficient Flexihility to etiminate

dividend yield should he the same as that wsed to detarmine

56/ Cnoperatives 1€ at 93-99,

54/ z:ufg?rn TF: at 12-13; MIKN IC at Gt NEP IC at A8; FA Staff I1C 57/ ERI IC at m-1 to A-2; ERI KC at 8-9.

55/ FEPCO [C at A-t. 58/ See Order No. 442, 51 Fad. Req. at 351-52.
59/ See Order Nn. 442, 51 Fed. Req. at 352.
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individual companies that might bfas the quarteriy average.
Moreaver, the reliance on a median dividend yield furthar
mitigates the pffrct of oxtremns.

PEPLO uSes bwo samplinq'criterls in addition tn those prapased
by the Commls=icn in the Nntice. The two additional criteria
proprsed hy PEPCO are: ({1} whether a compaany pald out more than
100 percent“af aarninué in any vear since 1950:_(2) whether A
company is viewsd as a speculative inﬁestment by Value Line. 60/
The Cnmmizelon Finds that it dould pot be apprapciate for purpnses
of a forward-looking DEF analysls to exclude utilities nn the
hasis of events as Far back as 1900, PEPCO's additiona)l criteria
will thaerefore not be adopted.

The Commizsion determines that For its base year estimation
it will use the 99-company sample, subiect to the sereentng
erikteria 1isted above.  As noted supra, as of the f£irsy quarter
of 1987, UNITIL meets the ériterfa Far inclusian in the sample used
for gquarterlv indexina. This sample is, therefors, 100 companies.
A 1is£ of the companies included in the hase year samnle sppearn in
Appendix A; those included in the guarterly indaxing sample appear

in Appanix N.

68/ PEPCO G at §-5.

Nockek No. RMBAR-12-000 e 20 w

3. Dividend Yield
a. Introduction
Tn the Notice, the Commission proposed ko conkinua the
dividend vield policy adopted in Order Nos. 420 and 442.

This patiey is to use the median dividend yields of Ehe 100

company sample. 61/ The Commission stated that the dlstribution

of dividend vields (and, by inference, the distrihution of
the cnat af common coulty ). for elactric utilitles is sKowod
rather than symmetrical. 82/ Under these clrcumstances, the
dividend ylelds for a greater number of utilities are closer
to the median than the mean. The Commission alse staterd Its
helief that, compared to the mean, the medfan ir lesg likely
te he aFfected hy extreme values In the data.

In computing Ihe dividend yielt the Commi=sion proposerd
ta continue its current pelicy: (1) the dividend rate used
wauld he the "indicated dividead rate,” which is the last
declared ouarterly dividend times four: and (2} the price
used would be the simple averane af the throe morthly high
and low prices for the guarter.  The .computatinn of the base
vear d!vldehd vigld wnuld use the average of Four guarterly
median yields. tThe enmputatiaon of the dividend yielﬁ used in
the qQuarterlyv indexina procedure weuld use the averane of kun

auartecly median yields.

1/ Se
81 Fed. Reqg. at 353-531,

s2/ 1.

e Order Ne. 420, 80 Fed. Raq. at.2),RBi2: Order Wo. 4432,

I WS eI H T e i YA
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b. Comment Summary

Faw commenters directly address the method proposed hy the
Commission to compute the dividend vield. Most commenters use
the methad proposed without discussion,

EET proposes that the Commission change its method of
calculating the dividend yletd. 63/ EEJ asserts that using the
midpoint of the mean and median dividend vields would further
reduee the influence of extremes,

Souethern camputes dividend yiekds hy welghting each
utility's market prica and auarterly dividend hv Lts number
cf common shares outstanding. 64/

Coopecatiuves awonest that a siz-month yield be used in

the calculation of the base year Alvidend vield. 65/ Cooperagives

argue that the NCF model is a long-run expectations modet.
They state that It is often necessary te smooth out shork-tarm
dividend vinlds tn reduce the effects of variations which deo
not reflect investars' lona-tun expectatinons, but the yields
shruld not he over-smontherd. Cooperatives recumﬁand Qsinq a
six-month dividend yield For the hase year hecause the six-
manth yiald 1s consistent with the vield used in the quarterly
Indexing procedurs, and because there Bave been dramatic

changes in Interest rates since the end of 198%,

£3/ EET IC ar A-2,
64/ Southern TC at 14-15.

65/ Coaperatjves IC at 100-187; Coopetatives RC at 20-21.

Docket Na. RMBE-12-N00 - 31 -

c. Apalysis and Filndings

The midpoint of the mean and the median, peopased hy
EEI, im compubting quartecly dividenad yieids is an "ad hec”
statintic unsupported by stakistical theory and rarely., if

ever, used In statisrical analysis, The mran is not resistéant

to the InFluence of extreme data whilte the medlan is reasistant. §6/

Thus, the midpolnt of the mean and median would he less resistant

to the influence nf extreme data bhan the medlan. Therefnre,
the Commiasion will continue to rely on the median,

Southern's weinhting scheme for dividend yields gives pro-
porkionately more weight to the largee companies. The Com-
mlesion addressed thﬁ.iSSUE of weighted average dividend yvields
in Ogder Ho. 428. 67/ It found that such weighting conflictks
with fts chiective aof astablishing a gate of return khat (s
representakive of mosk utilities.

One of the ceasens cited hy Tooperatives for peopasing
a six month dlvidend vield far the base period computation is

consistency wikh the yieid used in the guarterly indexinng

procedura.

66/ See, e.g., Frederick Mosteller and John W. Tukey,
Data Anatysis and Regression, Addircn-Wesley, Reading,
MA; Y977,

67/ Order Wo. 420, S0 Fed. Raq. at 21.814.
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The ather reason cited by Coop2ratives s that there
haée hean dramatic changes in interest cates since the end
af 1885, In these generie proceedinns, the Commission adopts
a “bare year® as the time peried over which commenters are
reguested to make estimates of the cost af common equlty,

The intentlon Is to have all parties focus on and esktimate this
cost for the same bime period. The Commission could have
attapted a *hase f months". It did nok. Use of a dividend
yiald aver anly half aof the base vear will not provide a
reascnable estimate nf the cost of common eauity for the

sntire year since the cost during the First half of the year may
he different than that for the second half. Cooperatives'
propasal Is rejectad,

The Commission flinds no reason to change {ts policy con-
cecninn the use of thﬂ.med{an dividend viald or the time perfod
for compubting the dividend vield for the hase vear. The base
year dividend yleld using the average of the four auarterly

median yields fer the year ended June 138§ is 8.25 percent. £8/

B/ The median dividend yields For the thied and Fourth quarter
™  of 1985 and for the first and second guacker of 1986 are
9,13, R.92, 7.79, and 7.1R percent, raspectlvely. Sae
Appendix R For a listing of the companles included in
the sample and the companies excluded in sach of the
four base vear nuarters.
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4, Growth fate
a- Tntrﬂﬂuctinn'

The Commission oroposed ta relv cn hoth 5 funrdamental
analysi{s and a twn-sktage qrowth analysis to astimate the
constant agrowth rate fn this proceeding. With a fundamental
analysis, khe underlying components nf dividend qrowth --
retained rarninas and new stock sales -- are evaluated
separataly. 6%/ Similarly, im the two-stage arowth analvsis,
neac-term and lonn-term growkh expectarkions are evaluated
separately. Roth historical and forecasr data are relled on
For these anaivses. The Commission alse saroposed te consider
cther data and methodr to estimate expected arowth as a check
on the reasonablenass of the ahove analyses.

h, Comment Summary

Ten commenters make arowth rate ;ecnmmnndatinns. The
rarme of these qrowkh rate recommendations Is From no more than
J.&E percent (WCG) te ar much as 6,75 nercent (PRPCC). See
Table 2, below. Tha lowesth reqummendmtion by & ukility nr ubility
group ig 1.81 percent [(Southern). The hinhest recommendation
by a utility customer or custamer aroup is 4.76 percent (Cnopera-
tives}. Three of the 10 commenters {AU5, Segnnd Cooperafives,

and FA Staff) recommend a growth rabe abouet 4,60 peccent.

9/ The First enmponent of this arowth -- growth from retained

earntngs —~ is a funetion nf the expected rate of retucn of
common eaulty (r} and the expected rekention tate [hi. The
sacnnd cemponent -~ nrowth From new common stock sales —-
is a funckion of the amount nf naw stock sales {&) and the
nrice of the mew stnck sales relative to hnok value (v).
The latter Factor {v) is often referced Lo aa the eguity
aegrerinn factor. e

RSP
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Table 2, Summary of Grawth Rate Recommendations

R. WCG

5. 6G8A

Commentey

5. Sauthern

i, Cnoparatives

N, FA SrafF

Grovwth Rate

f-6,25%

5-5.5%

4 _B-5.3%

4.01%

4.01%

?. Sacopd Mooperatives 4.60%

2.6~31.6R%

1.50%

4,R0%

nPs
FPS
RVER

nividends Per Share
Farninas Per Share
Anok Value Per Rharp

1.
2.

1.
2.
3.

1.
2.

Y.
T.
1.

2.

l.

Basis for Recommendation

Utitifles ~————=-=memmmmmmmmmm oo

Histarlcal DPS arnwth ratas
fortoborated with analyst
forecasts

Historical DPS qrowth rates
Rase vear Fundamental analysis

Hiat, EPS and NP5 arowth rates
Rase vear Fundamental analysis
Prodeched fundamenkal anatysis
Analyst forecasts

Two-stage grawkth anatyais

Hist. EPS apd NBS growth ratas
Analyst Forecasts
Rase vear Fundamental analysis

Hintorical EPS growth rates
flase yaar fundemental analysis
Apalyst forepasks

CUBLQMBLS ———m o mm o ssnm e e e m e e e e e

Projected Ffundamental analysis
Carrohoratad with:
a. Historieal EP5, DPF5, and
AVYPS growth rataes
b. Analystk feoracasts
c. Twa-stans nrowth analyvsis

Praiectad Fundamental analysis
Multistaar NCF growth analyslis
Higtarical qgrowth in dividends

and nrice anpreciatinm
Analyat fnrecasts

wmsmne—n (ther CommeniArs —m—rmemesswescsm e n oo

Praiected Fyndamental analysin
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Most commenters suppnrt their recommandations with more
than ore appreach. Growth rate recommendatinns above 5 parcent
are hased primparily nn extrapelation of past grawth in dividends
and earnirgs. The bottom end of 'the growth rate recommendatinns
is bared on a varisty of data and mrthaods.

The highest recommended growth rate is recommended hy
BAPCO. Far a 65 compapy sample, PEPCO cuvaluates dividend per
share (NP5} ovewth vates For all I, 5, 7, and 10 year peclods
ending in years 19R0 throuah L9RS, 70/ PEPCO places most welght
on tha industry’s most ececent 1 and 5 vear experienced nrowkh
rates and chooses a range of expected growth rates of 6 - 6.3
percent. This commenter compared those rates to proiections
by Value Line, Merrill Lynch, and Salomon Rrothers and finds
them to he higher hut consistent. Using fdata for the end of
the base vear, PEPCO's study shows that the medians for thesae
proiections range from 5.4 ko 6.0 percent for the 65 company
sampie, fased on these statistics and its judgement, PEPCO

recommends a growth rate in the range of 6.00~6,2% petrcent. a1/

70/ while PEPCO presents the data For all of these parinds, it
focusss pp the perimdds endinog in years 1983 throuah 1983,
The range of rates so determined is from 5.11 to A.45
percent. CGoanrally, PRPCO's data shows thatb the rates are
higher the shorter and the moce current the bime period.

-1
—
¥

PEPCO [C at 10-12, Schedules 5-7. In its comments, PEPCO
criticizes the Commission for relying on a fundamental

[hr + 3v} analysiz., The criticisms, however, atl relate tno

a type of fundamental anaiysis that relies exclusively on
actual data or axtrapolations of hlstorical data. The
Commission has clearly emnharizerd the use nf frrecast data

Az well as the evaluation of cecent trends in {ts fuandamental
analyses. The Commissinn bhas explalined that the intentiaon

i tn estimate the expacted lonn kevm growth rate. Further,
the flemmissinn has never specifically propased using historical
data. Other commenters criticize bthe fundamental anproach Tor
other reasens. Eee £.g9., VEPCD IC ak 2Z:r MIMN IC at 7. The
Commission has addressed such criticisms In previous proceedings.
50 Fed. Rea. at 21,8tR-20: 51 Fed. Reg. at 3R5-7,

I
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NEP recommends a qrowth rate in the range of 5.00 to 5.50
percent. This range is based on two types of data. Firsk, NEP
looks at median 5 and 10 year historical growth rates in
dividends per share foc itr A% company sample -~ 5,%6 and 5.46
percent, repspectively. SRecond, NEP estimates the medfan vetentlon
growth at the ‘end of the base'veﬂr ~- 4,59 percent, NEP states
it was nnt necessary rn adiusk the retention qrowth rate for
sccretion from new stock sales because market prices exceeded
brok values hy a small percentage. 72/

NFRP also criticizes the use of a two-atage model tn evaluate
growth rates for this proceedinag. According to this commentet,
tha tweo-stane modal {s only useful when twa differant growth
rates are expocted and the timinog {5 predictable, WEF believes
that accurate predictions in such detafl are unlikely For a
larne group of companies such as the Industry as a whole and
investors are unllkely to make such refinements in their expectations.

REI lanks at a greater variety of informatinn in itm
evaluatinn of the growth rate and recommends a rate hetwean
4.80 and 5.5 percenk. For its analyses, FEI relies an a sample
of 91 companies. Flrst, BEY looks at 5 and 10 year historical
growth rates in earnings and dividends per share. The ranne of
means and merdians far this measures 5.31 to 7.R4 percent.
Second, EREI uses a fundamantal analysis of retontion and new
common stock growth and estimates the actual growth during rthe

hase year as 5.1 percent and the forecasted growth as 5.2

73/ NEP IC at 68, Schedules F-6 and E-7.
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percent. 73/ Third, the foreeasts of analysts From Value Line,
Merrill Lynch, Salamon Brothers, and T/R/E/S (Institutinonal .
Rrokers FEsatimatior Bystem} -- whose means and medians ranged from
4.0 to 5.3 percent -- are taken into consideration. Fourth, EEI
yRes a two-stage growth DCF model ta determine a composite average
rate. For the first and sccond stages of growth, FEET uses the 5.1
percent gstimared ﬁctua] hase vear growth rate and the avereqe aof

the analyst forecasts nf A.R percent, respectively. The result of

this study is a compesite growkh rate of 5.00 percent., 74/

73/ FEI detetrmines fyndamental qrowth during the base year hy

™ palcutlating 12 month mnving retention ratims (h} and rates
of return on common equity {r) for its sample companies for
each nuarter during the hase year. Over khe four cuartecs,
the means of the retention growtH rates (b x r) for its sample
of companies range from 4.24 to 4.71 percant and the medlans
range From 4.50 to 4,.90. EEI places greater weight on the
median values and chooses 4.80 as the represenkative qrowth
rate.

To this value, EEI adds a base year greowth rate From

new stock sales pf .31 percent. This {s hased os an median
market—to-book ratio of 1.22 times, which impljes an equity
accretion factor (v of .18 (or 1 - 1/1,22). The hasSe vyear
new stock sales atowth rake (s} is estimated as 1,7 percent
hased or subtracting the 4.8 retention growth rate {h x r)
from the estimated anarmoate 1385 commaon enuity arowth rate
{G} of 6.5 petcent. Thus, REI estimates base year new stock
rales greowth nf 31 (8 v v = 1.7 x .18},

for its determination of nprojected fundameatal growkh, FEI
relies on the 3-5 yvaar Value Line i{ndusbry compasite avsrage
projection nf a 5,0 percent retentinn growth {adiusted Ffrom
end of year measures to averane vear measures). Prolected
new skock sales growth {s) [5 estimated as .75 bharad on itrs
awn projectinos From anokher study (1.8 fe 1.7 perrcent) and
projectinns From Value Line {accavding to EEI, .5 pereent).
The agulty acerstion Facinr {v) ls based on the jmplied
induskry average market-to-hnok ratin prolectlon hy Value
tine of 1.19 times. Thus, v eguals .16 {or 1 -~ 1/1.79) and
sy = ,1 (nr .75 x .16).

74/ ERL [T at Attachment R, M= to B=27, Anpendices 4-18.
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AUS alen uses a varlety of methads and data. RAUS states
that hisenrcical and analvst forecast growth measures indicate
a range of nlausihle orowkh tates hetween 4.98 and 6.50 percent.

Median 3 and 10 year historical growth rates ia dividends and

earnings nar =share fer lts sample of companies durlng the base

year ranges Erom 4.38 to 5.50. Median values for analyst

forecasts from Value Line, Herrill Lynch, and I/R/E/S range

from 4.00 te 4.80 percent. The mean and median of the wholse

set of 10 histortcal and forecast. estimates are 4.77 and 4.57

percent, respectively. AUS uﬁen these mean and median values

in a two stage growth NCF analysis to produce a composite

growth rate of 4.55 parcent. AlUS also determines that actual

fundamental growth from retentlesn during the hase year ig 4.59

pereenk for the sample. 75/ AUS's recommendad arowth rate of

4.81 percent is the simple average of these latter two rates. 76/
Southern is the final utility commenter to make a grewth

rate recommendation. Snuthern recommends 4.01 parcent hased

on the simple averane of three growth rate measures: ({3i) a 5-

vear historical earpines per share (FPG) qrowth rate of 4.{lf pereent,

{2) a sustalnahle (retention) growth rate of 3.68 percent, and

75/ AUS retermines the base year fundamental growth rate hy

multinlyinn the median: retention ratio .319}) hy bthe

median cacnings-to-book ratio {14.39 percent) For its
sample of companioss AlJS makes no aktemnt bto estimate
agrowth aktrihukahle to new stock sales. TIn reply comments,
AUS recommends that the Commission reiect the sv component
in principle. AUS atates that when the market-to-hnok

ratio is less than unity, the sv adiustment ir neaative,
which lnwers the growWwkh rate. AUS aroues that this lowering
of the geowkh rate Towsrs Lhe macrket cost of capital
estimate at a tlme when the marcketpiace indicakes a naed

far areater arowth rates. Thus, AUS helleves bthe Cammission
should reiecht the sv componant. AUS BC ax 10.

76/ AUS IC at 25-37, Schedules 1-5,
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{3) an T/R/B/S averane of analysts Farecasks of 4.33 percant.
Fach af rhese growth rates are calculated on a ¢ompany-hy-company
hasis and then welighted by each company®s total asseta. Snuthern
arnues that rhiér§niuht@d average is a wmore representatlve
industry growth rate than the simpnle aversar grawth rate. 77/
Cooperatives recnmménd‘a arowth rake of 4.76 parcant hased
primarily on 2 kind of funﬂémentqi_analvﬁia {raferrved to as

intPinsic”) using data for the second half of the hase year. 78/

77/ Southern IC ak 15-17.

I8/ Conneratives estimate the mean and median return an common
aquity (r) for their sample as 14.74 and 14.R7 percent,
respectively, These values are based on Value Line 3«5
vear ferecasts during the latter half of the base year.
The comparabile mean and med{an retentlon rates (b} based
on Value Line forecasts of earnipas and dividends per
share are .298 and .294, vespectively. Using these mean
and medlan values produces retentlon growth rates of 4,19
percent (.298 x 14.74) and 4.40 {.296 x 14.87}. The mean
and median values for the retenkion drowth rates decived
from the distribution of individual companv calgulations
are 4.4% and 4,34 percent, respectively. Cooperatives
recommend & retentlion growth rate of 4.40 percent aince it
La the mid-paint af these four different astimates.

Teo this 4.40 percent retention growth rate, Cooperatives
recommend addinn a new stock financing arowth rate of .36
nervent. This value is hased on a new sbtock qrowkh rate
(=} of 1.30 percent and an accretion factor (v} of .280.
‘the mpan and medlan markab-ko-book ratlos for its sample of
companies are 1.3R and 1.39 times For the latter haif of
the base vear. From these values, an caulty accretion rate
[v) of .28 is estimated (1 - 1/1.38 or | - [/}.39):  The
qrowkh rate in Aew common stnck {51 is derormined by subtract-
Ing the retention crnwkh rate o€ 4.40 percant, ahove, from
the Value Line forecasts af annual growth in katal commen
equlty (G). The mean and median values of these O values
are 5.75 and S5.68 percent, respectivelv. ilsinn these
valurs preduces new stock growth rates of 1.35 and 1.2R
pereant. The mean and madian of the diskrihutfon of the
same calculations made for the lndividua! companies {n the
sample are .34 and N.84 peccent, respectively. Rased on
these fnur eshimatbns, Cooperatlvers recommend uring a new
strck fmrowkh rat’P nf 1,30 parcant and, thus, a new abtock
financinng aqrowth rate of .16 percant. This rate, added ko
the ratentlon arowkh rate of 4,470, rerults in 3 4.76 overall
rate.
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For their #4 company sample, Cooneratives look at historical
data, analyst forecants and a kwo-stase arowth analysis for
corrobnrakion. Cooperatives’' estimates of averate 5 and 10
yvear historieal growth rates in earpinas. dividends, and book
value per share range From 2.71 tno 7.43 percent, The means
and medians of agalysﬁ forecasts from Salomon Arothers, Yalue
Lina, Mercill Lynch, and Zack's for thé end of the hase year
range From 4.0 te 5.31 percent. Filpally, Cooneratives state
that the arowth rate ko use In a constant growth DCF model
should he somewhere between thelr estimated range of near-ferm
qrowth rates {4.5% to 5.25 percent) and their range of steady-state

growth rates {3.9 to 4.2 percent). These lattar ranges are

"hasrd on the averages of the analyst short-term and long-term

forecasts for selected company groupings. 79/

GSA recomrends a growih cate of 3.5 percent. This rate
{s based on (1) average concomitant growth in dividends and
stock prices pver 20 and 38 year holding periods éF about 1
percent For Moody's Utllity Index and bhetween 3 and 4 percent

Enr unreoulated companies and {2} an average Merrill Lynch

" Steady State earnings per share growth Forecast of 4 percent

for ubility companles during the base yvear. B0/

78/ Cooperatives IC at 109-135, sSchedules 12-15.

A0/ GSA IC at 8-11, Exhibits t1-v.

et

™,
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Tn Reply Comments, commenters eriticize Lhe GSA analysis. Bl/
NEP aroues that GSA misunderstands the theary underlvian discounted

cash Flow analyses when 05A argues that that price gurowth musk

he consldered alonag with dividead growth in growth rate analvaes.

NEP states that the NCF medel, as commonly used, lnenrparates

price arowth hecause future prices are assumed ko he datermined

hy dividend growth bhevond the date nf those nrices. NEP alse

arnuer that the GSA data is hiased by its chnlce of heaginning

and ending dates and that iF 1685 were Included in the analysis

dlfferent econclusions would result. FERT alsn states Khat GSA

nrovides litkle data in the record to support its concliusions.
Whiin skating that tts recnmmeﬁdation ir based an 20 year
holding perinds, GSA shows statistics relatinag only tn 5 and 10
year holding pecicds. Furtbher, SCR criticizos OSA for basing

its recommendatian only an long~term forecasts nf grnwth while

‘advocating the use of multi-stage NCF models.

In Reply Comments., a second ucoup of cooperatives {Second
Conpevatives] recommends a growkh rate of 4,.F percenk. This
recommendation comes from a fundamental analysis based on an

praluation of the data and analyses nf the Tnitial Comments of

nther commenters. 82/

Bl/ AUS RC at 28-31; EEI RC at 2B-31; NEP RC at 3-5: SCE RC
at’ B-10. - -

R2/ Second Conperatives RC at 19«24, Sacend Conneratives
praiect a retentinn vatin {b) of .30, a return an common
aguity tv). of 14,95 perceant, a-new stock salns growth rate

{FOOTNOTRE CONTTNGRN ON HREXT PAGE)
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Also in Reply Comments, the WCE cusrkomer group states

that a arowth rate i{n excess af betweea 2.6 to 3.66 percent

cannot ha justiFied. WCG bases this statement on single

and multiple stage orewth RCF analyses where the growth rates

itncorparate declines in expected rater of return from the

current 14,7 percent rate. B3/

analysis to support its récommended arowth rate of 4.60 percent. B4/

Finally, FA Staff relies solely on a forecasted Fundamental

o
w

12 I

{FOOTHOTE CORTINUER FROM PREVIOUS PAGE]}

{s} of 1.3 percent, and an eauity accoretlon rate [v] of
.194., The {s) term is hased on the Value Line nroiected
common eduity growth rate {G) of 5.6 peccent less the
ratentlon nrowth rate of 4.35 percent (or .30 x 14.5). The
roulity accretion rate of .1%4 is hased on 2 market-to-hook
ratic of 1.24 times, which Second Cooperatives state is

the industry medlan for the year ending June 30, 1986.

WCG RC at 39-18, Appendices A-f.

FA StaFf IC at 2-10, 14-22, and Attachments R, D and E.

The components of FA Staff's fundamental analysis -- b, r,
s, and v -- are .30, 14.25, 1.3, and .194, respeckively.
The retestlon eratio (h) of .30 is based on (1) mean and median
payout ratios For July 1986 of .69 and .6A, respectively,
{2} average pavout ratlos Eor the 1981-19A5 perind of 747
to .721, and {3} Value Line projections during the first
half of 1906 generally hetween .696 and .708. FA Staff's
proiectedt vate of return on common egquity {r) {s based on
ite review and 3judaement of {1} Value Line 3-5 year projections
generally hetween 14.7 and 14.9 percent, {2} a Nuff and
Phelps predickion oF a decline in earned rates of return,
{3} an attrition avalysis flnding that macned rates may he
.6 percentage polnks below the current avarage allawed rate
of 15,2 nercent, and [4) a "sustaluable cate eof return”
anaiveis which produces a rate nf L4.RI percent. The new
cammon strck growth rate (8) of 1.3 percent Is hascod on a
Value Line forrcastad common eoulity growbh rate {0G) of 5.6
percent leas the ahove~determinad catention growth cate of
4.3 percent {or .30 x 14,25}, Finally, FA Staff estimates
the average matket~to-book ratin durina the base yaar is
1.24 times and nrolacts an eaoulty acceetinn factor {(v) of
2194 for 1 - 1f1.24).
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c. Anaiysis and Findings

In the previous aeneric rate nf return proceeding {Docket
No. EMB5~-19), the Cnmmirsion estimabted the expeched geowth rate
during the year ending June 30, 1985 to be 4.5 percent. 85/ Qn

review of the recnrd in this proceeding, the Commissiean Finds a

4.f percent rate estimate anprooriate for the year ending Juns 30,

18RE,

-In evajuating the growth rate question, the Commissinn
follows the s&me general #pprnach it used Iin Fhe nrevious
generle proeceeding. In E;Et, qiven that few of the underiying
Facts.haue changed over the course of the laskt year, much of
that analysis still applies. The Commission reviews and
evaluates the cacommendations of the commenters. Table 2,
above, summarizes theﬁe recommendations and describes the
bases for them. The Commission also reviews and evaluates
the data underlying commenters' recommendations for yse In a
Fundamental analysis and a two-stane oeawth analysis. Table 3
catennrizes this raw data fFor comparisnn purposes. The Commis-
slon considers both histarical and Forecarf data relevant and
useful for these analvses. As the Comm[ssion.stated in the
last proceeding, "all relevant data should bhe used and any

apparent inconslstencies explainad to the extent nossihie.” B6/

51 Ferd. Reg. at 35%,

—

B5/
86/ Id.
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Tahble 3. Waw Growth Rate Data
K Tahle 3. Rasie Growth Bate Pata {continuard
Ratnlr) Type of Rate Commenter |
sake’Rt —_— ! Sateis} tyne of Rate Commanter
———————————————— Historical DPS Growhh HatHs ~e—srmm-me-w———--= —
---------------- Analyst Near Term Forecasts —rmee——we—-nae——we—
5.7% S-year median AUS i
5.37/5.57 S-year mean/median FET 4.45 1/8/R/5 medlian AUS
5.56 S-year median HEP 4,374,0 T/B/R/5 mean/medlan £R1
5.R4 S—year mesan Conpetiativer 4.33 1/8/F/S averane Southorn
4,463 I-vaar median AUS 4.73/4.67 - Zack's mean/medlan Conperatives
i 5.3R/5.133 1fteyear mean/median £FY
5.46 Wi~year madian NEP I 4.50 valve Line DPS median AuS
5,30 t0-yrar mean Cooperakivar 4.8/4.9 Value Line NPR mean/median EET
| 6.0 Value Line DPS median PRPLO
S—1]-6,4% rantn of medlans For PEPCD i 4.94/5.00 Value Lina DPS mean/median Crngeratives
aplected time perlods .
- genr text 4.38 value Line EPS median Aus
2.2/48.4 value Line EPS mean/median FEY
———————————————— Histgrical EPS Growth Rates =——-=-~we=————-=-]
| 4.80 Marrill Lynch DOPS median Allg
A.50 Seyaar median AlS 4.9/4.8 Merrill Lynch DPR mean/median ERI
F.AL/T08 S-year mean/moedian EET 5.4 Herrtll Lynch DP'S medlan PRPCO
406 S-yrar averaae Snuthern 4.71/4.90 Herrill Lynch DPS mean/median Coopnrakives
7.43 SwyRAT mean Crnnerat tves
4.80 Herrill Lynch EPS median LR
a.1% 1h~yeat madian alg 4.7/4.8 Merril! Lynch EPS mean/median EEL
5,38/53.17 10-year mean/median EET . . E C
5,13 10-vear mean Cooparativer 5.3/5.3 Satomon Arothers’ Normalized EATS
_ 7 Growth meen/mediam
-------------- Rase Yoar Fundamental Growth Rates —-——eee———--- 5.5 Saloman Brothers' Normalized »FPCO
- Growth median . .
ihifr) + (siiv) 5,31/%,00 Salamon Rrothers' Nnrmalized Croperatlives
Growth meansmedian
4.59 (.3121{14.32}; no sv term AUS ) . )
5.1 4,80 + [1.7){.18} FFI e e e Analyst Long Term FOFECARES ———mmwo—wsomeben
4,59 hr arly: nn other dara glven HFP
3,65 br aniy: no other data alven Southern 4,00 : Marrill Lynch Staady State AUS
. . FPS medfan
_____________ Prpiected Funtiamental Growth Rates ————-wwe———- 4,.an/4.00 Merrill Lynchk Steady State Canperatives
- ; FPS mean/madian .
fhifr) + Ia1{w) 4,00 Merril] Lynch Sready State_  GRA
EPS averane
] 5.2 BE.10 + (.7551.168]) ERT
l 4,76 1,297)014,.8) + (1.3}{.28) Coaperatives
4.60 {.303014.5) + 11,311,104 Secnnd Coansratives .
4,60 (.30061425) + (1.33(.192) FA Staff nps = nividends per shaee
) i FPS = Rarnings par share
- Cantinumd - |
3 . T
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The Commission alsn reiterates the followingr

The determination of the growth rate involues
substantial judgment on the Commission's nart.
While the Tommlasion’s percspective is different
from that of a security analvyst or a prospective
akock buyer, it has the same data available to
it. It must infer freom that data the expecta-
tion of investors on the fubure orospacts of
companies Imnlied by eurrent market prices.
Thus, the Commissinon’s analysis is no more
precise than any ather judomental exercise.

The Commissien's analysis therefore determines:
a range for the growth rate bhased nn the best
available data and within the context of each
analykical apnroach used. The Commiszslon must
then decide on a spreific rate within rhat
range. 87/

At the high end of the.range of growth rate recommenda~
tions, the Commission finds those of PEPCN and NEP excessive.
Those recommendations are haséd primarily on past krends {n
dividends per share. However, as §n the last proceeding,
analyst Forecast data, in which the Commlssinon places greater
crerdence, suqgests significantly lower growth in both Eha near
term and long term. Obviously, simple extrapolation of past
trentds ir not adecuate In curreat bimes.

PEPCH corrohorztes ks cecommendation with apalyst forecast
tiata rmuggesting a range of 5.4 to 6.0 percent. Howsver, these
data are suhstantially different than the comparable data of
wther commenters. This suagests that the smaller samnles of
companies used by PEPCC for its analyses is unrepresentative nf

the industry as a whole.

87/ 1d.

- -
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NEP presents a hase year retentlon growth rate "hr® caleulation

nt 4,59 percent In addition to its historical Aividend per share
qgrowkh pates. This Adoes not support a 5 te 5.% percent growth
rate recommendation.

At tﬁe other and of the recommendations are those of GSA
and WCG, HNotwithstanding the criticisms Fhat cauld ke made as
to the speclfics {or lack therenf) af the approaches and dakta
these commenters used ko suppnct thelc recommendations, AR/ the
Commission helieves that the preponderance of evidence in this
recncd sunparts a growth rate in excess of 3.7 percent.

In aeneral, the Commisslon finds no apnreciable changes in
Ehe varlous measures of the arowth rate hetween the last
procerding amd the current one. The 4.f percent rate adopted
here iz within the range of 4.1 tn 4.7 parcent found reasonahle
in the Yast proceeding, the same range whlch the Commission

helleves ls reancnable for this proereding. The Commisgion's

B/ WCG presents a statlstical study which fs purpnrted to he a
two sbtage gtowth analysis. Rased on the scant Informakion
provided, it looks more like {t incorporates anpual changes
in the gqrowth rate durina the firsk 5 years. Further, the
madel gives counterintultive results. For example, WCG'sa
study hegins with a rekention growth rate (h x r} of 4.41
parcent. [or .30 x 14.7) which dpcliner pver 5 year to 3.66
prrcent {nr .I0 x 12,2} but, according te WCG, averages 2.8
percent. WCG's study also shows neagative drawth in dividends
and esarnings nvar the First 5 vears hut a 5-year hook value
per share growth rate aof 4.1 percent and a S-year "b x "
arowth rate of 4.0 percent. BRecauss of the {sadeaquate
suppart for the stwdy and the ouestions that arise from
reviewinga Lt the Commission places 1ittle nrohatlve value
nn lts results. WlEh respech to the GSA snalysis, the
Commissinn generally concurs with the crlticisms made by
commentars.,

i ot bomafnimet e
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iudaoment as to which rate to adert within this range is i{nfluenced
by the fact that three of the 10 commentars thalk made growth

rate propasals vecommended 4.6 neresnt. The fact that three

.commenters -~ AlS, Second Cooperatives and FA Staff —- renrésent

dffferaent {nterests in this proceeding lends credence to the
reasonableness of the Commission's determination.

Tn the Commission's fundamental analysis for this proceed-
ing, the expacted growth €rom earnings retention may have
fallen slightiy, hut this reduction appears affset by an
increase In Ehe expected groweh from new stock sales. With
regatd te the Commission's two-stage arowth anslyatld, none of
the ﬁnderty!nd data used to support Ehe apalysis of thellast
proceading ﬁas changed .in any ﬁkasufable dengree.  Tn bthe Tast
nroceédind, historical 5 and 10 year DPS growth rate estimates
cg.cpmmenterﬂ ranaed from 4.5 to 5.6 nercent, with the majority
of estimates in the range of 5.2 to 5.6 percent. 1Tn this
pracesding, the estimates range qenéra]l& from 4.6 o 5.6
pergent with the majorlty in the 5.2 to 5.4 Eercent range.

Just as the data in the last oraceedlng indicated a wide range
of historical 5 and 10 year £PS growth rate eatimates {5.3 tn
8.9 percent), the data in this proceeding sugnests a wide range
{4.1 to 7.8 percent}. 1In the Tast nrnceédinq near-term analyst
Farecasts ranaed from 4,2 to 4.9 pecceat. TIn this nroceeding,

the ranae is aenerally from 4.2 to 5.0 peceent. Finally, the

fia Sl T - e n T e e
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average long-term analyst forecast (Herzill Lynch's Steady
State EPS growth vate} 1s 4.0 percent in both proceedings. A3/

The Commission®s fundamental analvsis suqoests a lano-tecm
expected growth rate of 4.7 percent. The components of this
analysis are addressed in turn below.

Far the retention ratio (h), the Commissinn seas no reason
tu.danarc from the range of .28 to .32 that it adonéed in the
last proceeding and the .30 value as its bhest estimate. Na
pacty has expliclitly recommended a value oukside this range.

FA Staff gshows average rekention ratics For {ts A@ company
sample of 279 to .317 durgnq the period 1983 to 19R5. 30/ The
mean and median retention ratin forecast= hy Value Line bhased
on individual company data are .282 and .30, p:2 V3

‘NS, which detarmined an actua} base vear retention ratio
of ,319, arqgues that a Value Line protection of hiagher common
nquitv-ratics sunports the notfon of the retention datic rising
From its current level. 927/ However, FA Staff presents contracy
Value Line data suqoesting that, ak the end of the hase vear,

Value Line reduced its projected retention ratic From .304 to

89/ €f.. 51 Fed. Reg. at 358: Table .3, above.

20/ FA Sraff IC at 14 and 15. These values are calcilated From
FA Staff's ceported payout ratins mince the retention ratlo
engual to one minus the payvout catin.

31/ FA Staff ¢ ar 15, lCalculaﬁﬂd from bhe reported pavout
.ratins per previous fontnote}

92/ ALS 100 ar ARt AUS RC at R.

- Fl . .ih‘ s
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.240. 93/ In the Commission's iudqement, a .30 retention ratlo
is a reasonable aestimate of the investers’ long-term expectations.
The Commission adopts & range nf 14.5 to 14.8 percant as
it= best estimate of the average expected lonng-term rate of
return Gn common equity. Since the use of any value within
this range combined with a .30 retention ratio produces a 4.4
perceht retentinp growth rate (rounded te the nearest tenth of
a percent}, it is unnecessary ta choose any hest estimate
within that range. 94/ These values are supported hy recent
average earned vakes af return and'hv'gglgg Line near-term
Forecasts of 14.7 to 14.9 percent. 95/ Tt is also supported
by the recommendations of Cooperatives and Secand Cnoperatives,

which are hased to a large extént ot the Value Line farecasks.

23/ FA Sraff IC at 15,

94/ The Commission helieves that the conversiop of rates gf
retuen on, average commor equity -- the prerdnminant tvpe of
return data raferred to ~- to rates of ceturn on baginning-

_of-year common equity may atill be warranted for the DOF
model adepted by the Commission. See Drder No. 442, 51 Fed,
Req. at 357. .MHowever, since the magnltude of the adjust-
mant -~ about 40 basgls nointq far the ranae of ceturns

,: considered reasonable —— has only a minor impack on the

" ratentinn grawth rate ance a rebentlon ratio s adentnrd,
this issue is subsumed in the Commisnlon's consideration of
the approprlate expected tong-term rate nf retucn on common
Puuitv.

85/ FA Seaff, IC at 16 and 17. FA Staff's data shows averaae
earned rates of return of I4.% to 14.9 fduring the last few
veacs.  Also, AUS presents a hase year earnad rata of
reburn of 14.309 percent. AL TC at 36,

Dacket R, RMAG-12-N00 - 5} -

FA Staff proiaecks an exprcted return of 14,25 percent hut
the Commission believas that FRis rate is not adrauataiy
explained or supported by FA Staff's data. 86/ MNotwithstanding
this eriticism of FA Staff's low estimate nf the expected rate
of return -- which, {f adopted, would only lower the estimated
retantion arowth rate hy ahqut 19 hasis points == ;hg Commiasicn
is sensitive to the effact of lower interest rates and, with a
lad, lower allowed rates of return. The recacd in rhis proceed-
iy supports the nptiop that the high allewed rates «of return
oFlrecent yoars are not expected bm continue indefinitely. The
Commission balisves that the dramatiec fall in interest rates
ovér recent yeacs, fefiFétEﬁ in the fail in the Commission's
quartecly estimates of the cost of and henchmark rates of
return on cammon eouity, ére likely tp be FeFlecteﬁ-ln 1nwer
allowed rates of return and, eventually, in lower earned rares

of return. 97/ These trends lend rome cradence to ayerage

96/ FA Staff seems to have been unduly influenced hy the gchanoe
in Value Line's projected industry average rate of return
from 14.% percent {pev Lssue dated R/G/RE) tn 131.% (per
iague datad G/27/R6}. The appropriate basls for the
eupecterd return are the averams expeckatinns over the
whaole of the base year nob the expactations Auring the
fast few davs of the year. The Value Line rates of return
projectinns for the hase year prior to the last werk of

"June syagest averane expecked rates abnve 14,5 far the
yesr. The Commiassion believes thak FA Staff's conclusions
from its atirition and sustainahle rate of return analvscs
are atso unduly influyenced hy proiscted dectines in earned
rates nfF return since all of rhe data indicates ratea of
return ahove 14,35 percent.

21! Du€F and Phelns cenorts thak thre averaae allnwed return
Far 23 rate orders [ssued in the First half of 1994 was
4.5 parcenks  FA StafF 7¢ ac 1R,
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expected long-tevm raktes of return heiow 14.5 percent. HAut
the Commission sees little evidence that significant declines
In rates of return are actually proiected to any great extent
{n tnvestor expectations during the bage year.

With regard teo the average expected long~term rate aof new
stock sales [s), the Commission adbﬁés a rate of 1.3 perceat.
This rate waé proposed by three commenters and was within the
ranae of values used by a fourth. 98/ It is alsc consistent with
a projected growth rate In agoregate common equlty of 5,5 ko 5.8
percent less the above-determined retention growth rate of 4.4
percent. 398/

The last component of the fundamental analyzls is the
average expected long-term equity accretion rate (v}, which 1s
basad solely on the average expected market~to-book ratio. 100/
The range of recommended values for "v” 1ls .160 to .280 based
on a prajected range in market-to-book ratios of 1.19 to 1,39

times. 101/ The Commissicn adupts a value of “v* of .160 {rnunded

98/ Cooperatives IC at 119-120; ¥A Sta€f IC at 1921 EEI IC
at B-1B to B-22; Second Cooperatives RC at 20-21,

88/ EFT IC at Appendix 12y Cooperatives IC at 1207 FA Staff
*IC at #1: Second Cooperatlves RC at 200,

100/ The term "v" is defined as one minus the recliprocal of
the market=-to-hook ratio.

101/ EEI TC at B-21; Cooperatives IC at 119: FA Staff IC at 217
Second: Cooperatives RC an 2]..
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to .2} near the hottom end of the range slnge this astimate is
hased on projections from Value Line. 102/ The other recommenda-
tions are hased on actual market-to-book ratios during the hase
year.,

Putting the above companents trgether produces an estimate
of the average expectad leong term growth rate of 4.7 peccent --
4.4 percent from rektention gerewth {.3 ttmegpld.s to 4.8 percent)
and .3 percent from sale of new comman shares (1.3 times .2),

In evailuating the twé—staqe growth analysis, the Commis-
sion refterates that there has heen little or no change fin the
measures for the year ending June 1985 to the year ending
June 1986, 103/ See Table 1, above. 104/ As a result, the Commis-
sion's analysis in Nrder No. 442 which used a Fiest stage (5

vears] qrowth rate of 4.8 percent and a second stage qrowkh

102/ EEI IC at 13-21. 5See alse 51 Fed., Ren. at 357.

103/ The Commission fipds lifttle merit to NEP's criticism of the
use nf two-stage mndels. The issue is not one of accuracy.
as NEP puts it, hut rather one of taying open to the greatest
extent poseible the implications of the aorowth rate recom-
mendations. The constant growth rata is an assumption that
simplifies the analysis. AR such it ls a composite of
differeat growth rates into the future. Just as it is a
vwerthwhile endeaver to break down analysts' assumptlions as
to the Factors underlylng their expecgtations of fundamental
qrowth, 1t is alse helpful ko hreak down the assumptions as
ko near term and Jeng kerm growth. There clearly must be
qreater confldence Placed In near tecr qrowth forecasts hut
that dres not mean that they must he assumed to apply ko
the long term as wall., The ohieck of the exercise ig to
make explicit that which {s implicit In drowth rate analyses
s0 that a more reasoped avaluation ia possible.

104/ CF. 51 Fed. Req. at 35A.

P e T
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rate of 4.0 percent remalng appropriate. The Commlssion deter-
mines a beak estimate of 4.3 percent from {ts two staae growth
analysis. 105/

‘In summary, the Commission Finds the same range of growth
rates as in the last proceeding -- 4.3 to 4.7 percent. The
latter is based primaclly on a Ffundamental analyais, the former
on a two-stage growth analysis., Within this range, the Commisrsicn

adopts & growth rate of 4.6 percent.

105/ In light of its understanding that the Marcill Lyneh Steady
State EPS growth rates are generally prolected to apply to
periods beginning 10=15 years in the future, the Commissicn
analyzed the effect of lengthening the Ffirst stage in its
analysis. Assuming that the 4.8 percent Eirst stage rate
applied, on average, for 10 years instead of only 3 yesrs,
the composite average growth rate applicable to a constant
arowth DCF model {s eatimated as 4.45% percent, Alternatively,
assuming a 4.8 percent average rate for the First 15 vears
with the 4.0 percent growkh rate beyond produces a composite
average grawth rate of 4.6 percent. The Commlsslon helieves
this further supports Llts Finding of a 4.6 percent arowth
rate in this proceeding.

Cooperatives present a simllar two-stage growth analyais fer
comparison with their conskant qrowth analysis, <Coopecatives

- IC at 14n-146. These reaults are genecally consistent with the

Commlasion's.
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5. Corroberative Evidence

a. Introduction
In the Nothe, the Commission requested that commenters
support their market reguired rate of return estimakes with
corrchorative eyidence. The Commission Aid not specify any

pactleular types of corroborative evidence. Commenters were

requested to provide comnrehensive explanations of alternative

models they propose along with their assumptlens.

Few commenters offered corroborati{ve evidence. Twn
commenters submitted risk premlum analyses and two othees
submitted earnings-price and erarnings-book ratio analvses.
Theee studien are summarized below aleng with other evidence
that the Commission heliesves corrohorates fts Eindings.

b. Comment Summary and Analysis

i. Risk Premfum Analyses

Two commenters present risk premium analyses for corrs-
boration.

AUR offers a collection of sevan different risk premium
studies. For each of these ntudies, the commanter states
that 1t adjusts the resulting premium to place each nn the
same hasis, & "hasis compatihle with A-rated public utility
bonds." The ronge of adjusted risk premiums is from 2.6 to

5.1 percent. 106/

106/ AUS TC at 43-49, Schedule 7.
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NEP submita two risk premium studles, which it refers te
as "interest premium™ stydies. In thaese studies, average
risk‘premiums over 1976-1985 ware estimated Fnr each of A9

ielectric utilities based-dn constant growth DCF cost estimates
and Ehe yields to maturity for specific bonds of the fndividual
comnénies; VThis ccmﬁenter-used two different ecomstant qrowth
'QCF models based on different.ﬁnthods fo} estimating the
growth rates. The rtudies prcduceﬁ average tisk premiums of

- 2.15 and 2.53 petcenk. HNEP adds these premiumz te 1ts estimake
of the average yvield on the {ndividual utility bonds for the
base vyear ended Jume 30, 1986 of 10.50 percent. ‘the resulting
range of investor veturn tequirements is from 12.74 to 13.08
percent. 107/

WCG raises two criticiame sbout risk premium apalyses
generally. First, WCG states khat the accuracy of the rlsk
premiums are dependent on the accuracy of the cost of common
equity estimates used to derive the risk premlums. Second,
WCG claims thatr the premiums are not constant aver time and
‘kthat recent studies have shown that Ynng term debt may at
times he more risky than commpn ecuity. 108/

In the last generie proceeding, the Commisrion reviewed

risk premium .analyses similar to some of those submitted by

- 307/ MEP .IC at 9-1), Schedules E-B through 5-10.

- 108/ 'WCG RC at 17-20. -
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AUS and HEP. Generally, the Commission nuestioned the stability
of risk premiums for recent years and the historical relation-
ship between déht and equity secu;itles. The Cﬁmmiséiun .
coneluded that.ih "is reluétant hﬁfplace any aqreat weicht an
risk premi&m aﬁalyses in general other than those based on a
simple ramking of 5ecu;itie5.“ 108/

" The Commizsion is concernad with the validity of the
specific risk nrnﬁiums found ln the ADS and NRP stgd%es-
Some of the samé criticisms {dentified in the last procsedlng
apply to the studies prepared by Aué and NEP. Tn addition
ko those ecliticisms, the:Commiésion helieves that the risk
pre&iums must be consistent with some DCF analvsis. 110/ As a
result, the AUS“aﬁudieﬂ ‘that implv qrowth rates significaatly
above the level supported by the Commissicn's analysis are
suspect. The Cﬁmmtﬁsion remains concerned with the applicabil-
ity of historical risk premiums. Therefure. the Commissinn

sees no morit in purswing the technicalitles of the various

109/ S1 Fed. Reg. at 359-G0.

110/ Far example, applylng AUS's range of risk premiums on A-

==~ rated honds produces reguired rate of rekucn -estimates
From 13.1 to 16.6 percent. Given an average dividend
yield of 8.28 percent. the arowth raktes implied hy rehurns
‘in this range are from 4.7 to about 8.2 percent. A= the

. Commission Finds in Sectlon .1(1,R.4, above, khere.s no

reasonahle evidence supporting leng run {ndustry average
arowth rates much above 5 percent. € average vield on
Hoody's new A-rated publiec wkility bonds is 10.52 percent
for the year ending June 30, 986, See Table 4, below.
Adding the range of risk premiums-noted earlier -- 2.6 to
6.1 percent -- tp khis yield produces a ranage of requiced
returns From 13.1 to 16.6 percenk. !

-1 ! - -
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studles submitted in this proceeding.

While the Commission has concerns with the.quantification
of specific risk premiums, it continues te belleve in the
ranking of Aecurities based on relative risk. The higher the
risk aseociated with a security, thz higher is the ipvestcrs’
return reguirement. Teble 4, below, presents selected interest
rates and risk premiums for a wide range of securitles. 111/ A
review of these rates In comparison to the industey average
required rates of return shows rates that Ehe Commission
helieves are copsistent over time and consistent actoss
securities based en risk diffecencés. The Commiassion believes
these statlstics corroborate its findlng in this proceeding.

ii. Earnings-Price (E/P) and Earninge-Book (E/B} Ratios

FA sStaff and Cooperatives submitted E/P ratin analyses
identical to these they aubmitted in the last proceeding. 112/
Both commenters provide estimates of the 1qdustrv average E/fP
ratlo Eor comparleson with thelr NDCF-derived estimates. Those
analyses are based an the notion that when the price-hook
(F}B. or market-to-book} ratlio Is greater than one, the E/P

ratjo. uypderntates the market cost.

111/ See Order No. 442 for a discussion of nomimal and effactive

= Tnterest rates and for methods of converting the rates tae
make them conslotent. BSince the Commission is here mostly
concerned with the relative vanking of the securities, it
does nok make the conversions in this order. 51 Fed. Reqg.

at 360-61.

FA Staff IC ar 10-11, 22~24; Cooperatives IC at 147-152.
See also Order No. 442, 51 Fad. Reg. at 361-62Z.

et
o
o
~
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Table 4. Selected Interest Rates and Bisk Premiums

Year Bwding

Security B/30/R4 R/3G/85 AR/30/06

Seleeted Interest Rates*

Treasury 81115 {New 3 month)uesvveessnas B 24% R.T6T 6.R2%

Commercial Paper {Hew 3 month)..cvecesess 9.65 9.17 7.1
Treasury Annds
10 Year Constant Maturfty.......... 12.11 E1,75 .06
20 Year Constant Balturity.cvevnarss 12,25 11.89 9.3%
Moedy's Public Utility A-Rated )
Preferred SEoCK...veavarancavsaenens 12.R2 12,435 10.05
Moody's Pyblic Utility Bonds
MABravevanasenntasansrassntassoness 12,04 12.47 io.on
MBuieranacnsennsdrarrrnsnninrannses 13,44 13,140 10,45
L cresrrersrees 13,80 13.53 10.A81
BAdsseeransoenansorravsocsrtrrranes 14,41 13.95 11,3t ]
Composite Averag@.ciseececvaassvass 13.79 13.27 10,66 |
¥ields on Recently Tsrued Ronds |
Moody's Wew A-Rated...c...ecvnnsa.,. 12.9R 12.37 10.52
Composlte Average.....voceussrvsvnes 13,52 13.11 16,52

Average Market Required Rake of Return on
Common Equity For Electric Utilities:

Nominal Rate {using 420 Model}... 15.25 14.71 13.02 |
Effect{ve Rate (using 442 Model}. 1%5.90 18,32 13.4%

"Selected Risk PFremiums**

: rounded values) -—-
Treasury Bills {New 3 Monthl,....ceeeas. & o

Treagury Ronds {10 Year Constant)sevews. 3

Moody's Public Urility Preferredersveaes. 2
Mondy 's New A~Rated PondR..essvistvbnoer 2

Wb~ D

-
.

* Fates are averanqe of monthly rates For specified periods.
** Rigk premiume are determined by subtracting the average vield
Fer the specified security from tlominal Rate determined
from the 420 Model.
Sources: Federal Reserve Statistlcal Release G.13 {various dates)
Moody's 1886 Public Utility Hanual
FERC Ovrdevr Nns. 420 and 442
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FA Staff also compares lts estimate of the espected E/R
ratio {or rate of return on common eguity) with its per-
derived estimate of the cost. Thls analysis is based on tha
theory that when the P/8 ratio Is grester than one, the E/R
ratio overstates the market cost,

AUS criticizes FA StafF's E/P analysis primarily for the
same rezsons reported in the last proceeding. 113/

In Drder No. 442, the Commisaian extensively reviewed
the comparable E/P sptudles. Cenerally, the Commission aareed
with the eriticisms made by Aﬁs. 114/ Those shortcomings in FA
Staff's and Cecperatives' implementation of this corroborative
test remain.

The record [n this proceedlng does not contain ap estimate
of the actual average E/P rpotio For the base year ending June
30, 1986. A® & result, the Commisslion will not evaluate the
consistency of E/P ratlos with the final determined base
year's cest of common equity estimates. &

The E/B ratio test was also reviewed hy the Commission
in the last proceeding. 115/ With-an average hase ysar P/B

ratio about 1.24 times, the ESB ratio sheuld overstate the

113/ AUS RC at 11-13, See also Orvder No. 442, 51 Fed. Reg. at 362,

114/ 51 Fed. Reqg. at 363.

115/ 1d. .
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macket reguired rate of return estimate. Thvestors expact to
earn & greater return on the hook value of their {nvestment
Ehan nn theiyr market valus. The Commission estimates the
long~term expected rate of rekurn on book to be 14.3-14.8
prreent. These values exceed the final reouired rate of
return astim#te af 13.03 percent. Thus, the E/B ratio test

ry

corroborates the Commission'’s finding In this proceeding.




N
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6. Flotation Costs
4. Intreduction

In the Natice, the Cowmlssion nroposed ko use the flotatlon
.eost poliey adopted {a Ocvders Nos. 420 and 442:
{I)Zutilities wnuld be compensated only For lssuance
costs, such afs underwriters' compenmation and leugl and
printing Eeesy
£2) this cost would be ref]ectedrin an industey average
adijustment to the market reguired rate of return and
{3) adjustments for flotaktion costs would he wmade
through the following formula which teflects recovery of

the average annual cost incurred:

wheve:

%* = -flotatlon cost adjustment to reaulred rate
of return

£ = {ndustry average Flotaticn cost as a percentage
of vffaring nrice

[:3 = proportion of new common stock expected to
be Ilssuerdt annually to tontal common eguity
The Commission asked commenters to submit estimates of

the paremeters for the above formula.
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b, Comment Summary and Analysis

In the nrevious proceeding commenters addressed three
primacy issues. These same lssues are raised in this
proceading., One, whether the Commission should make any
allowance For costs nther than lasuvancge costs, such as cosks
due to "market pressure” or "market break." Two, whether
the recovery of flotatlon cousts should be reflectrd in the
allowed rate of return on common euuiﬁv or through some other
method. Three, whether fleotatlon costs should be recovered
through a farm of gurrent coRb recaovery or a form of perpetual

amortization.

i. Type of Costs to be Reccvered

A11 commenters who address recovery of imtuance costs
argue for some form of recovery. 116/
A number of commenters state that mavket pressure 117/
occurs and that puhlic utilities should be compensated For
thgse costs, 11/ Cooneratives mtate that market nressucra
does not exist. 119/ One commenter, MSP, reguests the Commiskion

to perform fks own study of market presaure costa,

1
ot
ch
N~

AlUS I at 37-40; CGE IC at 3-4¢ DE IC at %-7: REI 7 st
8-30; HEP TC at 11: H5P IC at 4; PEPCO TC at A-13:; Southern
IC at 17-19y; UPL IC at 3-4; VEPCO IC at 2-3: FA Bkaff IC

at i1-12: Conprratives IC at 92; GS5A IC at 13: AWW IC

at 33; Second Croneratives RC at 27-28.

117/ ‘"Market pressure™ cost la the allened deckine in the
ories of a stock at the time of the news nf a new issue of
skoek,

118/ AUS I1C at 3A: EEI IC at B-3D; NEP IC at 11: NSP IC ar 4-5;
PEPRCH TC at A~13: Soubhers TC at 1R; AWW TC at 33-34,

ot
-t
o
~

Cnoperakives RC at 33-34.
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Tn paak pcqceedinqn the Commission reviewed a numher of
market pressure studies and found that they did not demonstrate
the existence of market pressure costs, HNn new market pressure
studies are suhmitted in this proceeding. The Commission
tinds Iinsufficient evidence of market pressuce to initiatse
fts own study or to change its'poiicy reqarding market p:essﬁre
chts:

Two commenters raise the 1ssue of market hreak. 120/ NEP
states that market hreak costs exist and that they should be

recovered. AUS is the only commenter to submit evldence on

market break. 121/ AUS elaims that the "short-term® market

variability of the Bow-Jones Utility Average for the five

years ending in 1985 was 1 percent and for the ysar ending
June 30, 1986 was 3.1 percent, 122/

In rder Mo. 420 the Compmission found that the theoretical
argument made hy WCG of an agual likellhood of a market break
mcost® and a macket hreak "prefit® was reasonable. 123/ The
commission Finda that the evidence provided by Ads shows only

that utility stock prices vary, not that thave is a market

120/ ADS IC at 407 NEP IC &t 11,

121/ “Market break" cost is the alleged effect of the reduced
prica received by a utility when it sells stock durlng a
period of short-term market decllina.

122/ AUS defines "shart-term market variability” as the ratio

of the low price for a glven month to the high price of the
prior two months. Tt

123/ Order No. 420, S0 Fed. Reg. at 21,824.
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break cost. The Commission €inds no evidence ln the reencd ta
support a changae in its palicy on market break costs.

1i. HMethod gf Recovery

rive commentercs propose case-hy-case meathods of floration
cost recovery. 124/ DE suggests that current lssuance costs
and amorti{ized amounts of past unrecoveredrissuance costs be
recovered as cost-of-service léems. Cooperatives and Second
Coupecatives propose Bhat only current {ssuance cosks be recovered
as cost-of-service ltems.

VEPCO propeses that flotation goats be recovered thrﬁuqh
a rate base adjustment but did not provide an example of how
the adjustment would be applied. 125/

GSA opposes a generic anproach te Flotatlon cost adjust-
ment, preférrinq instead that costs he recovered using the
Commisslon®s adiustment Formula on a casp~by-case approach. 126/

The Commlssion adéresﬂed the issue of company specific
flotation cost adjustments in Order No. 420, 127/ The Commission

gontinues to believe that an industry average adiustment Lo

124/ DE IC at &-7; VEPCO IC at 2-3; Cooperatives IC at
92; GSA IC at 13: Second Cooperatives BC at 27-2B.

125/ VEPCO 'IC at 3.
126/ GSA IC at 11-14.

127/ See 50 Fed. Reg. at 21,826.

N
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the market required rate is the best way of dealing with
Fiotatien costs:r {1} they have a relatively small guantitative
impact, {2} any adiuskments are subject to forecasting errars,
and (3)-overrecovery and upderrecovery of these costs by
indlviéﬁél utilities :ﬁould be 6ff5et over time.

iii. Form of Recavery

Tﬁ tﬁi; proceeding, as well as in the praviocus proceedings,
most gommentsrs who srgue fer the perpetual amsriization
methed alse argue that the cesuvlting Flotation cost adiustment
he applied to all equitv. 128/

Tn Ocder Ne. 442, the same arguments were.dealt with {in
detall. 129/ Basieally, there are two wmethods of recoverlng
flotation costs, amortization and current cost recavery. The
Commission explained that for new companies the perpetual
amertization method and current cast recovery methods lead to
the game recovery of costs, Once the perpetual amortization
methpd is adopted, it must he continued and entails recnvery
each year on all cutstandilng stock. Similarly, once the
current ceat recovery !s adopked, it also must be continued.
This method recovers costs as they occur and overrecovery would

result iFf costs of past lssues were recovered each year.

128/ AUS 1IC at 49%; CGE IC ar 3-4; EET IC at 32-34; MNEP IC at
171: NSP IC at 4; BRPCO IC at A-137 Southern IC at 18-19;
UPL IC at 3-4.

128/ 51 Ped. Reg. st 364-365.
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Onee either mathad is adopted it should be Followed. In
Order No. 44} the Commission chose to continue using a form
of current cost recovery statinn:

when justifled, the Commission has allowed
flotation costs in the past. However, [t s not
ciear whether past recavery has been the amount
that would be permitted by either the current
method or the amortization method. With the
geneclc progeedings, the Commission wishes to
start with a ¢lean state, Thus, the Commission
adopted a pollcy of current cost pecoverv. in
Order No. 420 and will continue this policy in
the current proceedina. 130/

The record in this proceeding drnes not sunpark a chanae
in this pnlicy.

c. Flgtation Cost Ad{iustment

ks explained {n Ocder No. 420, the Fallowing formula
determines an increment to the cost of common equity which
reflects, on average, the annualized amnunt of Flotation cnst

incurred by the induskrys: 131/

wheret

k* = flotation cost adjuskment to regulred rate
of return . :

f. - = industry average Fflotatlon cost as a percentaae
of offering price

s = proportlon of new common skock expected to he
issued annually ko-total common equity

138/ Order No. 442, 51 Fed. Reqg. at 3§5.

131/ Order No. 420, 50 Fed. Reg. at 21,RZ6.
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The range of estimates for “F", Issuance costs as a
percent of grosa sales price, are in a narrvaw range from 2,035
te 2.5% percent. 133/ The differences are due ta the company
samples used In commenters’ analyses.

The Commission finds the analyses of EEI and FA staff,

which include the same twelve new Issues, to be the most complete

and adopts their estimate of 2.4 percent.

The éxpecteﬁ proportion of new common egulty isaued
annually, "s,” was Eound in the growth rate section (I11.R.4,
above) ta be 1.3 percent. Applying the 2.4 parcent estimate of
igguance cosks, f, and the 1.3 percent estimate of new egquitky
financing,; &, to the ahove Formula, the Commission finds a

flotation post adjustment of 3 hasis points. 133/

132/ A3 IC at 3By EEI IC at B-30; PEPCO IC at 13: UPL IC at 2

- and FA Staff TC at 24. PEPCO pecformed a study of these
costs between 1970 and 1985 and found the average ymarcly
eost to be 4.1 percent. Tt notes that the costs declined
in recant years due to changes in Industry fiuwancing
practices, more {ntensive competition amona underwriters
and higher per share stock prices. For the year ending
Jupe 30, 1986, PRPCY found a median cost of 2.5 percent.

n.024{0.013)
133/ Flotation Cost Adjustment .= e e e e
1,013
= N,.ne03
‘\‘..ﬁ L " v
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7. Jurisdicticnal Risk

Concerning the ouestinon of whether there 15 a difference
in risk hetween the whelesale and cetall operations of electric
utilities, the Comm!ss[on proposed to adopt the findinta of
Order No. 442 that there i5 no appreciabhle diFFerrence in risk
due ko this factor. 134/
a, Comment Summary

AUS and NEP sunport the proposed Eindling that thece is
no differencs iﬁ juridsictionsal risk. 135/ APFPA areues that
there are Aiffarences In jurisdictional risk due to Aifferencas
in rates of return allnwca by different regulatory commissions
and differences in risks of providing diffarent kinds of
secvice. 136/ BEC claims that whotesale service is riskier than
retail service hecause there is mores risk due to uncertainty in
the level of the customer's load since the customer can sevve its
Taad from other sources or from lts own generation. 137/ WCG
argues that the Commission has vecoanlzed that its rolicies
with regard to Construckion Work in Prnqréss [CWIP)} in rate hasse

result In a transfer of risk from investors to ratepayers.

134/ see 51 Fed. Reg. at 366,
135/ AUS IC at 60; NEP IC at 19.
136/ APPA IC at 15-17,

131/ BEC rC at 12-13.

i moa S

kel b
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WCG arques that to the extent that diffarent jurlsdictions
have different policies regarding CWIF in rate base, there
are differences In jurisdictionzl risk. 138/

. Analysis and Conclusion

All of the arguments made by the commenters as to the
axistence of a difference in overall risk betwaen utility
operations subject to this Commission's jurisdiction and the
nonjurisdictional operations of uttllties have been ralsed In
prior proceedings. No commenter has pointed out any change
in circumstances which would chanue the basis for the Commis-
sion's prior finding that there is no signlficant difference
in overall risk hetween operatlons of utilitles undar the
Commission's jurisdictlon and nonjuriadictional cpevatlions.
The Commisasion therefore continues te find that there

is no slaniflcant difference in jurisdictlonal risk. 132/

138/ WCG IC at 6.
39/ See Order Na. 442, 51 Fed., Rea. at 366.
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C. Quarterlv Indexinn Procedure

1. Introduction

Tn the Notice, the Commission pronosed khe ouacrterly
irndexing ﬂreceﬂgrn eatablished in Order No. 442 as modffied on
rehearing hy Order No. 442-A, 140/ 1In that indexing procedera,
guarterly changes in the cost of comman equlty are kied to
changes in utility dividend yields. The average cosk of tomman
equlty is indexed to the average of the median dividend vields
far the two most recent calendar quacters for the company
sample. The henchmark rate of return on camman enuity is set
equal to tﬁe cost of common equity except where the guacter-to-
quarter chanages exceed 50 basis points. Thps, the guarter—to-
quarter changes in the benchmark rates of return are canpped 2t
50 pasis points. The Latent of the cap was to smooth nut
fluctuations In the benchmark rates of retura and, by impllca-
tion, allowed rates of return, over time. The initlal benchmark
rate estahlished in each annual proceeding is not subiect to
the 50 basis polnt cap.

The Commission reguested comments on any chaages that
would Improve the proposed indexing procedure.

2. Comment Summarvy And Analysis

while some commenters supported the current indexing procedure,

ather commenters suggested Four kinds of changes: (1) khe use

o

40/ See 51 Fed. Reqg. at 166: &1 Fed. Reg. at 22,509.

o

1/ NEP IC at 19; EEI RC ak 5; NEP AC at 19; BBl RC at 5: NEP RC
at Br SCF RC at 10,
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of a peried different than two guartecs to caleulate the dividend
yield applled tn the indexing, (2} eliminaticn of the 50 basis
point cap, (3) the use of the cap as a "trigger” mechanism
uhich, when exceeded, wWould. _caute, .thae Indexing procedure to hbe
quenended. and (4! an ad1u5tment for channes in growth expecta-
tions in addthion to adiustment For changcs in the dividend

yield o ©one .

a. The Slx-HBnth Dividend Yisld and ‘the S0 Bamls Point Cap

Two commenters suppart the use of a six-moath dividend
vfeid for iﬁde#inq ﬁuérréiech the 50 basia point cap. 142/
Th;;e'commentefs Buppért thé'prﬁpqséd use of both a six-month
Vi;id';nd a 50 basis point cap. Lﬁl/ 'MINN recommends the use
oé.tha ave}Sqe div[ﬂend yield over the latest 20 trading days
and WYCAR préncseg the most é;ceﬁt month's average nf daily
clé;ln& Drices- Lﬁi{ VEPCOInernses a three-month period. 145/
Thé-ehaftef time periods are'ééénﬁsed primarily to make the
behéhmark rates more current. WVCAD, in pronosing a time

period shorkter khan two'uuarters, argues that the two-

FA Staff IC 25; Cooperatives IC at 153.

i
b

NEP IC at 19; BEI RC at 5; NEP RC at 8; S{E_RC at

.10, EREI sktates that it “does nct object ke updating the
benchmark with the industry average dlvidend yield using
the two most recent guarters of market data provided
that the use of the SQ-basing point cap he continusd.”

w
s

144/ MINN IC at .77 WVCAD IC at 10. 1In times of “market
ambivalence”, WVCAD sugogests lt miaht propose a longer
perind, up to the most recent quarter.

145, VEPCO IC at 3.
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guarter option {1} violates fundamental fidaccial principles
underlylng the PCF method, (2} offers no mnre rate

skahility than the "cap” already provides, and {3} results
in less accuracy in the rates of retura.

Three cammenters state that a perind longer than two
qﬁarfers‘should be used to-éalculate the dividend yield
employed in the indexing procedure. 146/ Those commenters
propose using a twelve-month pérfcd for the yiald far the
following Qeanons: {1} it reduces. the mismatching of the
time frame used for the dlvidend yield caiculation and
the growth rate calculation, {2} it is moce consistent with
the use of a twelve-month dividend yielﬂ_in the annual proceed-
ings, (31 it provides a more stable benchmark, Qnd t4) it
minimizes the frequency of the apnlicatien af the cap.

Fout commentegs express the view that Fhe 50 basls
point cap should be e11m£nated5 147/ CGE argues that the cap
prohiblts adiystments ter the henchmark rate of return to
reflect current market cogdltians. Horsover, CGE arques
that since the cap is nat applied to the annual proceeding,
it should be eliminated From the guarterly adjustment, éESCG
wants to abanden the cab bub extend the perind far cai?ulat[nq

the dividend yield from six months to twelve months. FA

146/ AUS TC at 37-59; NEP IC at 5: PEPCO IC at A-15.

147/ CGE IC at 43 PEPCO IC at A-15: and PA StaFF IC at 25.
Second (noperatives RO at 31,

r A
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Staf®f argues that the use of a cap ls contrary to one of the
goals of the generic ratek of return, namely, ‘'‘more accurate’
rate of return decisions.

Gther commentecs state that the cap is beneficial. 148/
Caoperatives, however, suppurtﬁtﬁe cap only as a "trigger"®
mechanism which, when exceeded, would rause the indexing
procedure to be suspended and a new benchmark rate of return
to be establlsheé. They arqué that "{w]hen larqe movements
in stncf ﬁrices and dividend vjélds ncour, there is a good
reason ko shsnoct that the growth rate in the constant
growth model may have aleo sigriflcantly changed.™ 143/

As the comments deﬁénétéate, the 50 hasis point cap has
diatorted the benchmark rates of return by limiting adjustments
that would reflect current market conditions, and current
éapitai costs. During 19&5; the cap was applied to the
second, third, and Fourhh-uuacterly benchmark ratea of teturn
under bockat No. KMBS-19-000 to the point where it now exceeds
the estimated market cosk u; common equity by A7 percentage
paints. Although the estimated.cost gf gommon squity fell

2.32 percentage polnts during 1986, the cap limited the

la#i/ AUS IC at 57-59; NEP IC at 1% NSP IC at 5: WVCAD IC at 5:
RET PC at 5p SCE RC at 10; Southern RC at 4, MINN
believes that the S0 basis polnt cap should be used as a
limit an upward adiustment but removed as a timit on
downward adjustments. MHINN IC at 8.

148/ Cooperatlives IC at 155; see also Southern RC at 4-3;
Second Cooperakives RT at 31
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reductlon in the henchmark to 1.30 percentage pnints; Simitar
situatians may occur in the Future during chanqaing cost
canditions.

The Commissfon belimves that reconsideration of the cap
is warranted. A presumptien behind the use of the can was
that it would not vome into play very céten. Thae benchmark
wag not Intended to diverge from the cost of common eaulity
significantly or For very long nerioés.

The uge of a six-month diuidend vield should provide the
mearyre of stability that led ta the 50 basis roint cap, whicgh
was oariginallv coupled with a three—-month ﬂi;idend yield., As
evidence from three comments, the decision as te the length
af the time period over which the dlvidend yletd should ge
ccmputeq ls a matter of 1quement. The arguhents presented
in thig proceeding are not substantially different from thosm
presented in the previous proceedinqs ;nd vwhich the Commission
has considered and evaluated. 150/ ‘The Commission thus reaffirms
the use of a six-month dividend virld in the auarkterily fndexing

procedura,

50/ Bee 51 Fed. Reg. at 357,

[T

o e
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b. Changes in Grawth Expectatlons

Some commenters express the view that the guarterly
indexing procedure should reflect changes in investors!'
arowth rate expectations. 151/ These commenters peint out
that, urder the proposed procedure, the bagse year arowth rate
estimate is used in estimating thg_cnst of common equlty Fer
periods un to cee and half vests aFter the base period ends.
They state that there 13 an inverse relatlonship between
dividend yield and expected growth, According to AUS, the
changes over time in the expected growth rate. are so szignificant
that the use of the hase vear's eat{mated growth rats, together
with a more current dividend yield, results in a2 "mismatch®
that could lead to substantial ervors in the estimated cost
of common eguity. ‘This mismatch is said to ﬁreveht the
undated return from reflecting current capital market condi-
tions. 152/

1t should be noted that, in Order No. 420, the Commisslon
found ﬁhat the long-run conatant growth rate For the base
year ending June 1984 was 4.3 pergent. TIn Order 442, for the
base year ending June [9B5, the long-run constant growkh rate

wasn Enuﬁd to be 4.5 percent. Tn this proceeding, the baae

151/ AUS IC at 57-593 NSP IC at 5~6; VEPCO IC at 3; DE IC at 4.

152/ AUS uraes the Commission te adopt a method of time-makched
{i.e., synchronized) dividend vields and growth rates each
with a guarterly cap of 50 basis polnts variation. More-

..ever, AUS suomests that the Indexina be done nuacterly
us{Ag a twelve-month moving average. AUS IC at $7-50.
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¥ear constant growth cate 1= Fnund to be 4.6 perceat. These
rmall differencer between the growth rates for the threa base
years are consiskent with the view that the industry's expected
arowkh rate changes slawly.

The Commisslon continues tn believe that fnvestors'
grawth réte expectations are celatively stahle over Khn lenoth
of time at issue. 7Tn additiocn, the specific proposals of
comnenters to incorporate changer in growth rate expactations
inte an indexing procedure ace inadeguate.

No new arquments are presented which would cause the
Commission to modlfy its pesition not to subiject the growth

rate to the Guarterly indexing procedure. 153/

153/ 51 Fed. Reqg. &t 367-68. AUS claims that the Commission

"7 has misunderstood its concern ahout the mismatchina of
the dividend yisld and the growth rate. On the contrary,
the Commission has expressed its problems with determining
a procedura far updakting the growth reke component In the
DCF model on 2 auarterly basls. The Commlssfan has alro
ipdicated that, in 1ts judgement, the expected ogrowth
rate changes very slowly ln cemparison with the dividend,
yield and that it is not unreasonable to assume the base
vaar grovth rate {8 2 good: estimate Far the growth rate
applicable to the following year. The Commimssion halieves
its judgement-has bean confirmed by.the relatfvely modest
changes fn the growth rates it has adapted in the fipst
‘three annual proceedings.
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p. Ratemaking Rate of Return

1. Introduction )

The Nptlce sought comments with regard to a concept that
the Commﬁ;g}ﬁn has previous}y}}ﬁ?ﬁﬁif}ga'aa the "ratemaking
rate of return.® 1In Order He, 442 the Commission described
the eatemaking cate as the rate of return which, when applied
to the particular rate base determined by the regulatory
auency,‘aliows the electric uvtility to provide the investors
with thele effectiva reguired return. 154/ The distinction
between the investors® expected return. from a utility common
stock and the ratemaking rate of return 1ls based upon the
raccgnition that the fnvestors' rate of returp from an investment
tn a utility's common Stock may be treated as having three
diE€farent components. The first component is the payment
received as return on funds provigded by lnvestors fer the
utility's rate base. -

The gecond component of the Investors' expected return ls
the investors® return from the investors! reinvestment of
diéldend payments made by the utiilty during & given year. TIn tche
Notice, the Commission proposad bo use the Ocder No. 420 versaion
of the DCF model, which would not include this second component

In the benchmark rate. In Ocder No. #42-A, the Commigsion recognized

154/ Ses 51 Fed. Reg. at 340.
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that 1t was unnecessary to include this component of reaturn
brcause "lbly payling dividends quarterly, the Firm makes it
possible For the Jnvestnr to reinvest the dividends during
the year"; thus "the firm does not have to pay out the income
received From this relnvestment of dividends slnce iavestors
nroduge this fncome by thelr nwn actlons.” léij '

The thicd comnoneﬁﬁ of the ratemaking rate nf return concept
is that a utility has an ohnortuntty-én reinvest intré—véar ratained
earnlnns, whiéhleQUces the rate nF.return ratepayars must pay bo
allow the utility an oﬁportunltv tD:DﬂV out the amount renquired.
The Notlce cites the Commission's Staff Pepért which states that i
"in a Fashion analogous to the investors' oppartunity for intra- %
year reinvestment of dividends, the flrm can {ncrease income
through the intrayear refnvestment of (ts earnings.” 156/ The ;
Not-fee concludes that "IF the ratepayerrs paid in at the estimated
‘payout rate' {of returnl the firm would have kthe opportunity to
earn more than it ls reaulired to pay out.” 157/

The Notice ﬁnuqht comments on three guestions in connection
with the third component of the expected rate nf return: (1} does

a utility hawve an npportunitv ko earn a higher rate of return

155/ 51 Fed. Reg. at 27,052. ;
156/ Id.
157/ Id.
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than the Cc&misslon allews through the vtllity's abillty to
relnvest its latrayear retained earnings through an inconslstency
in the way rate base {5 defined or estimated for cost of service
nurposes or through some other mechanlsmy (2) if the uniliby
doer In Fact have such an npﬁnétunitv, what should the Commis-
sion do ahpout it7 and (3) if It {5 determined that the allowed
.rate of return should he adiusted, how should this adjustment

be accomplished? 158/ The Commisslon commentad that 1€ "the
concept involves the firm's Intrayvear relnvestment of earninas,
this determination entalls the empirical quastions of how

often a company compounds its earnings and at what rate.” 189/

In ODrder No. 442, the Commission Initfally adijusted the
Envgstcrs' effactive rate of return to take account of the impyted
return component from intravear reinvestment of retained earnings.
The adjustment warn veferred to as the ratemaking rate of rceturn

acd justment. 160/ On rehearing, however, the Commisaion uttilmately

188/ A Staff Report hy the Commission's OFfice of Regulatory
Analysls auggested that not only is the firm's "pay out® rate
of return "less than the investors' effective reaguired [rate
of}! return [because of the opportunity for the iavestor to
recelve lncome From the reinvestment of dividenda], but also
that the rate Jof return] which ratepayers have to pay

in is less than the flem's required 'pay out' rate [of
return).* 51 Fed, Reg, at 27,053,

158/ Id.
160/ See 51 Fed. Reg. at 350,
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decided that "there are a number of unresclved oventlons with
regacrd ko some of the stated purposes of the ratemakina rate
of return.” 161/ The Commission determined then ta adopt instead
the model that it had previsuxly afdopted {n Crder No. 420 since
that model excluded from the allowed rate of return "the income
that . . . {invasters] . . . expect to receive from the reinvest-
ment of dlvidends." 162/ At the same time, the Order No. 420
model did not involve atrempting to exclude from the allowed rate
nf return the return assoclated with relnvestiment of retainaed
earninas. ’

Z. Comment Summary

In response to the Netice, most of the commentars oppased
impiementatlion of the ratemaking rate of return concopt bavond
the use of the Order Ho. 420 model. The following are among the
major criticisms: (1} the apptication of the concept requires the
assumption that retained esarnings are invested perindically in
rate base: 183/ (2) the concept is incompatible with the DCF
method because the NCF method assumes thal khe market price of 2

company's stock already reflects the investors' awareness af the

ot
k-1
-
~

-51. Fed. Reg., at 22,500,
162/ 51 Fed. Reg. at 22,508.
163/ AUS IC at 5371 .EEI IC at 2S.
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fact that reinvestment of dividends is occurring or may
occuri 164/ and (3) the concept involves the unreallstic assump-
timns that the cash that accrues temporarily prior to belng
paid out as dividends ls reinvested at the alloved rate of
return, and the income from such investments ia tax~frea. 165/
Recause the Commiselon has determined not to implament the
ratemaklng rate of return concept heyond the Order No. 420
model at.this time, the criticisms of the concept wlll pot he
dealt with in detsil.’

Some commenters do urge the Commissian to proceed with
the Full implementation of the concent as set Farth In the
Staff Repork. FLA supports the concept generally but does
not address the [osues of immlementatlon digcussed in the
Noktice. 166/ Although GSA agrees with the concept. it would
support adiusking the cash working capital allowanece rather than
the allowed return. 167/ HINN takes a wimilar position. 168/
WYCAN dlscusses why 1t supports the concept behind adlusting

the qgoneric rate of return to recognize the firm's ahility to

164/ REC IC at %y EEI IC at 24.
165/ WEP IC ak 16,
166/ FLA IC at 1-0.
167/ GSA IC ak 14.
168,/ HINMN IC at 9.

|
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reineast intrayear retained earninns, hut does nat address
the issues regarding implementaticn sekr forkh in the NOPR, 163/
WC; asserbs that the ratemaking rate of return should he adopted,
but daes not address the aguestlon of how the concept shauld he
implemented other than mimply to assert that the Commission
should use a daily compounding model because a utitity receives
a portlon of its earnings every day. 170/

3. Conclusion

The comments on the ratemaking rate of return nunNnEt aur

coaclesion that a number of lgsues regarding the implementation

of ratemakling rate of reburn remain. These include such empirical

issues as the assumptions to be marde concerning the tax treatment
of returas from reinvested retained cacrnings, how Freguently

Auch parnlngs are to he compounded and at what rate, and whether
ather aspects af the utllity's cost-of-service arn affected.
Commenters that favorably address this [ssue have Failed to
provide sdeguate evidence For resolution of these issues. These
are formidable issues which we believe are not suscapkible

to resolutinon at this time. The Commission has therefFare dater-
mined not to apply the ratemaking rate of teturn concent to

adjust the generic rate af return. v

1A
170

9/ WYCAD IC at 32.
/

WCG IC at 10,
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E. The DCF Method/Cost of Canltal Standard

1. Introduction

In the Notlce, the Commission proposed to adopt the same
DCF model as prvoposed and ultimately adopted in the first twe
anaual generlc rate of ceturn proceedings. 171/ It elso reaguested
comments on whether there are reasons for the Commisalon to
depart From placing primacy reliance on the DCF method. 172/

2, Comment Summary

Faur commenters guestion the énﬁmissinn‘s use of the DCF
methed for pursnsas of datermining allowed rtates of return.
RBoth APPA and AWW argue that a rate of retutn hased solely on
the ecost of capltal, which is what the NCF method. attempts to
eskimate, is inadequate and unsupportable. izgf APPA argues
that the cost of capltal ig but npe Factor the Commisaion may
consider in establishing a fafr rate of réturn. That Factor
may bhe outweighed hy other Factors, and {n mome cases nesd not
he consldered. 174/ AWW contends that the altlowed return on
common egulty “"must enable the utility tor (1) attract capital
on reascnable terms, and (2) realize s return on book equity

comparahle to other enterprises.” 175/

171/ S1 Fed. Reg. at 27,050.
172/ Id, at 27,051,

173/ APPA IC at 37 AWW IC at 25.
174/ APPA IC at 1.

l

Y75/ ANW IC ab 26.

n
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APPA also argues, as It has in the pask, that it is
incarrect ko apply a DCF based allowed rate of return to a bopk
value rate bazse,

APPA's concern is that there is a fundamentél

difference between an economic rate of return

and an accounting rate of return that pregludes

their use In the mapner proposed by the Commission. 176/
In APPA's view, there has been substaatial fesearch aince the
1970's which supports its conclusion. 171/

AWW and AUS take s somewhat different tack in ralsing
guestlons about the use of the DCF method. Accovrding Lo AWH,
the "DCF formula is premised on the assumption that the market
price of the utility's stock refleects the stock's underlying
value.” llg/' AWW argues, however, that recent studies show that
this assumption 1s & "myth* and that this *new evidence reaquires
the Commission to reexamine its proposed reliance eon the DOF
methodelogy.® 179/ The studies cited by AWW call intoe question

the validity of the efficient market hypothesis upon which AWW

conkends DCP theory is founded. ADS also gueskions the usefulness

of the DCF method by arguing that "[w]hen it can be shown khat
significant uncertainties face the {ndustry in the Future,
coupled with an equity market characterized by euphoric investor

expectations which cannot be sustalned, a DCF calculation of the

176/ APPA I{ at 7.

177/ 1Id. at 9.

178/ AWW IC at 10.

178/ Id.
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cost rate of common aqulty capital should be given less Qeiqht
than under normal cirvecumstances.® 1B0/ AUS reviews historical
levels of price-earnings ratics and concludes that “the market
fdf*equlgiég is substantiaily influenced by undue investar
optimism which has resulted in an over-valued stock market.,” 181/
AWY algao ccnteﬂdé that the Commissicon cannot rély solely on
DCF evidence because it "provides no information about what
comparable firms are earning on their bock equity.® 1B2/ as a
result, AWW argues that "the Commission néeds. at a minimum,
comparable earnings data to verify the reaults of its DCF Formula®
and praposés a comparable earnfings approach that would provide
such data. 183/ APPA raises a scmewhat related issue by contending
that "ttt appears that the Commission dees not feml a need to
check the results pf its matﬁndclogy agalnst other economic and
£irancial evidence.” 184/ Notwithstanding its eriticism of the ‘
BCF method, AWW suggests that It e¢ould preduce a reasonahle
result 1f it were modifled “to preoduce a market-to-book ratio

equal to that of unregulated, comparable risk companies.” 185/

180/ AUS IC at 16.

181/ Id. at 1B. SUE alsp argues that the stock market is not
"properly priced.” 5CE IC at 2.

182/ RWH IC at viii.
183/ 1d. at viii, 36-44,
184/ APFA IC at 12-13,

185/ AWW IC at 19.
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Finally, APPA interprets "the Commisslon's nroposal to
quarantee exiasting eguity holders the current market cost of
capital.® 186/ 1ts position i= hased on the fack that “eurcent
ernuity holders in firms in competitive markets ars mot quaranteed
the current market cogt of capital on their investments.® 187/
APPA also claims thakt the Commmisslon's anproach "places primary
forus on the wrong group of {nvestors." According tn the APPA,
the Commission should ha concarned with enmpenrating exiating
stockholders rather tham potential stockholders. 188/

3. Analysis and Findings

The Commisslon believes that there is compelling economlc
tustification €or relying on the market cost of canital as the
standard for rate.of return decisions. 183/ Honetheless, the
Commissien is prepared to take into acceunt non-cost Factors in
setting an allowed rate of return in an individual case ff clrcum—

stances warrant.

1B6/ APPA IC at 18,

187/ 1d.

188/ Id. at 11,

183/ “Since hy dafinit{on the cost of capltal ©f a regulated firm

represents precisely the expected return that investors

could anticipate from other investments while bearing no

more and no less risk, and slnce investors will not provide
capital unleas the investment is expected to vield its
opportunity cost of capital, the correspondence of the defi-
nition ef the cost of capital with the cnurt's definitlon of
legally reguired earnings appears clear. Hope refers to botht
comrensurate earnings and the attrackion of capital. These two
approaches .are harmonized when the allowed rate of returp is
set egual to the cost of capical™. A. L. Kolbe, and J. Raad,
dr. with €. Hail, The Cost of Capitsl: Estimating the Rate

of Repturn for Publie Ut ties [1%BJ%}, at 271. : E
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Although comparable sarnings data has been offered bhefore
as corrohorative evidence of the cost of capltal, the Commission
has found fault with its use in this regard For essentially two
reasons. 190/ Flrst, unlike the relatlonship betvween risk and
market reaquired rates of return, the relatlonship hetween risk
and accounting rates of return is net ¢lear. In other words,
compantes with higk ;isk don't necessarily earn high book
returns, and vice versa for companies with low risk. In gontrast,
investors will expect/reguire a high market rate of return
from companles with hiph risk and a lower market rate of retuwrn
from lquef risk companies. Secand, and more fundamentally, the
Commiasion stated:

Accounting rates of return are not
reliabhle measures of the current

. gpost of capital, since they do not
reflect the current market prices
that are determined in competitive
capital markets. 191/

With respect to APPA's.arqument that "economie returns and
aceounting returns are conceptually and numerically different,” 192/
the Commission notes that it has never disputed this particular
point. WHhat the Commission sald Ln Order No. 420 i5 that it has

not been adeguately demonstrated why this fact makes it inappropriate

to apply a DCF-based allowed rate Of return to a haok value rate

190, 50 Fed. Reg. at 21,523.
181/ 1d.
182/ AEPA IC at 7. et it

T
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base. 193/ APPA has nnt explained why the more racent literature

it cires should change the Commissicn's view of this matter. It
appears as 1f this literaturs addresses the differences hetwesn
accnuntinq and eccnomic rates of return and net whether the
application of a DCF-based allowed rate of return to a book valus
rate base in a regulatery envirenment {s inanpropriate. 1In any
event, it is clear that mere citatlons to the literature are nat
enough to make une‘é cése. Ag a.resu]t, the Commission finds that
APPA has not ofééred any new evidance that ;;uld cause thé Cgmmisston
to Ehanqe its approéch to settigq aT]chd rates of return.

AWW cffers some new evidence vecarding the efficient market
theory and its celationshin ko the DCF methad. The efficient market
theory is founded upon the propositien that "alt relevanl information
{5 widely and cheaply available to Investots and that all relevant
and ascertainable {nformation i{s already reflected In sacurity
prices.® 194/ Althounh there have been some studies that have pointerd
to specific inefficiencies that exist in the stock market, the
genarat prnposiﬁinﬁrstill seems to reflect mainstream thinking:

The concept of anreFFiciant market le
astonishingly simple and remarkably
well supported hy the facts, Less
than 20 years.ago any suggestion that
security investment 1s a falr game

was generally regarded as hizarce.
Today 1t is not only widely accepted

—
o
wd
b

49 -Fed. Req. at’ 21,R29.

e
Y
.

See Brealey, ®. and Myers S.. Princlples of Corperate Finance,
McGraw Hill {19R4} at 2R6. -

i £ g
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in business schools, but it also

permeates investment practice and

government policy toward the security

markets. 195/
AWW cites some recent literature gquestioning the approprlateness of
rélying on a DCF Formula, specifically the market price that ls 2
primary input in such a Eormula. The Commission, however, 1s unable
te conclude from so little evidence that the eEflecient market
theary haz been so discredited that cne cannot rely on the market
prices of electric utility common stocks to reasonably reflect
the ecash flpws expected by lnvestora. It may be that further
reaearch In this area will convincingly demonstrate that the
evidepce clted by AuW ﬂubstant!allylundertuté the validity of the
afficlent macket hypotheasls or the appropriateness of uslng a DCF
analyasis to estimate the cost of capltal. 1In the Commission's
judgment, it is premature to make that finding now.

AUS's cont?ntion that the stock market is overvalued is

fundamentally {nconsistent with the eEficient markets theory.
A&s evidence that the current market has overvalued electrlic
utitities’ common stock, AUS calculakes a cost rate for utilitfes®
common equity by dividing the recent 14,39% earned rate of return
op common equity by the 151.1% marXet-to-book ratio. AUS compares
the 9.5%8 result with current bond ylelds, and concludes that the

result s koo low., The Commission notes, however, that the 9.5% 1s

195/ Id. at 281,
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merely the industry averane earnings-price ratlo, which {5 not
necessarily egual to the market cast of capital, especially when
price-to~hock ratlos differ from unity. AY1l that can be concluded
from AUS's calculaktion L= that the markét cost of capital exceeds
3.5%.

With respect to APPA's concern that the Commission check
its resultz In some way, It apmears that APPA is concernad mere
with having the Coﬁmisslon consfder evidence on why the cost of
capital is not the appropriate standard tc use for rate of
return decisfons snd less with having the Commission lock to
carroborative evidence on whather the DCF-uénerated eatimate
of the cost eé capital is reasonable. APPA's polnt seems to he
that the use of a3 cost of capital standard may peoduce resullbs
that are inconsistent with the prevalling economic enviconment.
For example, during a recessinnary period when unreagulated
campanles are experiencing earning decllnes, a cost of a capital
standard may support and perhaps increase utility earnings.

while this may be true, 1t works both ways. fDuring boom times,
when untequlated companies are experiencing sfaniffcant increases
tn earnings, a cost of capital standard will limit utility earalngs.
The Fact of the matter is that unregulated companpies may ezrn less

than thelr eost of capital during bad times asd more than thelr
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cost of capital during good times. This 1a why the Commigsion must
also reject the modifled DCF formula offersd by AWW. By trylng to
force an egulvalence between the market-bpok ratfos of uaregulated
companies and those of public utilities, AWW would have the Commlssion
depart from a cost of capltal standard. Moreover, its ad hoc adjust-
ment 1s based on nelther financial theory nor empirical research.

A3 to APPA'a concern thak the Commission's proposal guarantees
existing equlty holders the current market cost of caplital, the
Commiasion thinks otherwise. Setting an allowed rate of return
equal to the current ecost of capltal does not guarantee that the
rate of return allowed will in fact be earned. The earned rate of
raturn may be above or below that which Is allowed apd will depend
on numercus factors. Among these are whether the Commission Finds
reason to adjust the estimated cost-of-service for purposss of
determining a just and raasonable‘rate and whether actual sales and

cogts turn out to be above or below those used In establishing this

rate. In short, utility ratemakling does not guarantea that the

allowed rate of raturn will be earned, regardiess of what 1t is
based opn.

The Commissfon alsa disagrees with APPA that the use of a cost
of capltal standard focuses inappropriately an potentlal stockholders
rather than existing stockholders. 1In Eact, it is somewhat difficult
te reconcile this concern with APPA's other concern describad above.

In any evert, the Commlasion bellsves that the censfatent use of a

Pocke: No. RMBG6~12-000 - 93 =~

cast of capital standard over time is Falr and equitahle tn both
axisting and pntential stockholders. Net only has ABPA not

demongtrated otherwise, but it has not offered a superior substitute.

Py
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[11. SUMMARY OF CHANGES TH REGULATORY TEXT

This rule makes certaln cﬁanqeﬂ Ln the text of the Commis-
slon;s requlations that deal with the generic rate of return.
Theza chanaes reflect two declsions by the Commlsslon in this
proceeding., The Flrst declsion ls to continue the advisory
status of the generic rate of return for another year. The
language of § 37.8 of the regulations is therefore being
changed to refer to the first three proceedings rather than
the first two proceedings. The second decision is to remove
the 50 basls point cap that has previously been park af the
quarterly update procedure. The lanquage of § 37.9(a)(3) is
tﬁereFure being changed to elimlnate the references to the
cap. Sectiop 37.9(ai{4) is being eliminated because it ls
the %0 basis polnt cap provislon.

IV. REGULATORY FLEXIBILITY ACT CERTIFICATION

The Regulatory Flexibility Act 196/ requires the Commission
ko describe the impact that a proposed rule weould have on
small entities or to certi{fy that the rule will not have a
significant economic impact on a substaptial number of smaltl
entities. 1In the NOPR, the Commission Found that the proposed
rule would not Impose any regulatoery or adminlstrative burdens

aon a significant number of small entitf{es and that 1t would

196/ 5 U.s.C. &% 601-612 [13B2).

Docket No. RM86-12-000 -~ 95 -

nok requite an expenditure of resources by such entitles. 187/
Ho comments were received on this Einding and the modifications
adopted in the final rule do not materially affect the earlier
concluslon.

Accordingly, the Commission certifies that the rule does
not have a significant economic impact on & subistaatlial number
of small entities.

V. TIMIKG OF QUARTERLY UPDATES AND EFFECTIVE DATE QF RULE

The Commlzslion establishes a procedure which will be
used to establish guarterly updates. The benchmark rates of
return will be published on or before the fifteenth of the
monkh following the close of a calendar guarter.

The first quarter following the Flose of an annual
proceeding will run from February 1 to April 30. The second
guarter will cun Erom May 1 to Auguest 31, ete.

List of Subjects contained in 18 C.F.R. Part 37: Electric
Pawer Rates, flectric Utilities, Rate of Return.

In consideration of the foregelng, the Commission amends
Chapter T, Title 18 of the Code of Federal Regulations, as
set forkh helow, effective 3D days after publication in the

Pederal Reglster.

By the Commlssion.
{SEAL)

Koo F Pl i

Kenneth F. Plumb,
Secrcetary. -

197/ 51 Fed. Reg. at 27,055,
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Part 37--- GENERIC DETERMINATION OF RATE OF RETURN ON COMHON

EQUITY FOR PURLIC UTILITIES

1. The authority éitatinn for Part 37 continues to read &%

Fallows:

AUTHORITY: Federal Power Act, 16 #.5.C, §§ 7%1a-825r

{1982): Department of Energy Organlzaticn Act, 42 U.5.C, §§ 7101~

7352 (1982).

2.

Section 37.8 is revised to read as follows:

- &% 37.8 Transitlomnal provision.

The benchmark rates of return resulting from the Firat
fhree annual proceedings under this Part will be advisory

only. During the advisory perlod, the Commisslon may take

. official noklce of the benchmark rates of retuen in

individual rate proceedings {f tﬁey are not otherwise made
a part of the record.

Bectlion 37.% is amended by revising paragraph (a)(3) apd
remaving {n){4} to read as Follows:

§ 37.9 Ouarterly Indexing Procedure.

{a} * . *

{3} The benchmark rate of return ocn common equity for

subseguent guarters prior to the conclusion of the next

Dackat No. RABE=12~000 - 97 -

annual proceeding witl be set equal to the average cost
of comman eguity for the jurisdictional operations of
public utilities as determlned by the formula af parcagranh

{a){1} of this sectlaon.

* . " " E -
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SAMPLE OF COMPARIES USED FOR BAEE YEAR DIVIDEND YIELD CALCULATION

ALLEGHEHY POWER STSTER
AMERICAM £LECTRIC POHER
ATLAHTIC CITY ELECTRIC
AZFP GRO C
B&LTIMHE D.\S & ElEC'ERIC
BLACE HILLS
BOSTON EDISD}I Cﬂ
CARCLINA POMER & lIGHT
LENTERIOR ENEROY C
CEHTRAL & S0UTH HEST CORP
CEMIEAL BUDSON GAS B ELEC
CENTRAL ILL PUDLIC SERVICE
CENMTRAL LOUISTIAMA ELEC'II‘GID
LEMTRAL HATHE POMERN
CENTRAL VERMOUT PUD SERV
CILEORE IRC
CIMCIMMATI GAS & ELECTRIC
COHHDMNEALTH ETISON
COMMONMEALTH EHEROY SYSTEW
COHSOLIDATER EDISEH oF HY
CDHSI}NERS POMER C
DELRARVA PUHER l IJGHT
DETRDIT EB1SO0

Illﬂﬂ RESDUECES THO-VA

NRC

UK F'Wf& CD
DUQUESHE LIGHT LB

EASTERM UTILIT!ES
ENPERE DISTRICT ELECTR!C co
FITCHBURD OA% 3 ELEC LIGHT
FLORIDA PEDBHESS coar

FRL GROUP I
GEHERAL FUBLIE U‘I’II. lTlES
GREEH RUURTAIM P CORF

HousToN IRDUSTRIES IWC

T £ IRDUSTRIES IRC

IDAKD POMER CO

ILLINOIY POHER CO
TNTERSTATE PUWER CD

JORA RESHURCES INC
IEHA-ILLINOIS DAS & ELEC
IPALCO ENTERPRISES THC
KASSAS CITY POMER & LIGHT
RAHSAS GAS 8 ELECTRIL
KANSAS POMER & LIGHT
KEMTUCKY UT[LITIES CD
10HG ISLAND | ICGHTIk
LOUISYILLE ©GAS & ELEC'IKIC
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HATRE PUBLIC SERVICE
HIDDLE SDUTH UTI{IT!ES
AIDMEST EMERGY Cl

HIMHESDTA PCINER ! LIGHT
ROHTAHA PO U

HEVADA PDNE

HEH ENGLAND ELECTRIC STS;EN

TIES
NOHRTHERH THDIAHA PUBLIC SERV
HCRTHERH STATES POHER-MH
L1

FACIFIC GAS A ELECTRIC
PACIF1LORP

PEHHSYLVARIA PCHER & LIORT
PHILADEE PHIA EIECERIC o

B E:
ROCHESTER GAS E ELECTRIC
SAN DIEGD 0GAS & ELECTRIC
géku.m ELEC & POMER

foar
SIERRA PACIFIC RESDURCES
SOUTHERN CALIF EDESDH Cn
sBurHERN CO
SCUTHERH IHRIAMA OAS £ FLEC

H ELE!

UHITED ll.l.UHlNA‘l'lHG co
UTAH FOMER L LIGHT
uriLICORP UNITED HC
HASHINOTON RATER POMER
HISCOMSIN ELECTRIC FOHER
KISCONSIH POWER & LICHT
WESCONSIN PFUBLIC SERVICE

Federal Fnerqy Regulatory Commisslon
Fiorida Public Service Commission
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26.
27.
28.

MINN
WVLAD

Minnesota Department af Public Service

Waat Virginia Public Service Commission
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UTILITIES EXCLUDED FROM THE SAMPLE FDR THE IHDICATED QUARTER
BFUE TH EETHER 2ERD DIVILEHDS AR A CUT 1N DIVIDENDS FoR
THIS GUARTER DR THE PRIOR THREE QUARTERS

ol

~u= tEAR=85 QUARTER24

YEAR=85 QUARTER=3} -—-- -

HEASODM Fok EXCLUSIOH

GIVIDEMD RATE HAS ZERD FOR THE QUARTER ENDIRD b9-30s85
DIVIDEND RATE REDUCED In THE QUARTER ENDINO |2-/31/B%&
DIVIDEHD RATE WAS ZERD FOit THE QUANTER EKDIMG 09-30/45
DIVIDEKD RATE HAS ZERD FbR THE QUARTER EHRING gur30/B5
DIVIDEND RATE HAS ZERD FOR THE GUARTER ENDIHO 0#9/30/E5
DIVIDEHD RATE WAL IEAD FOR THE QUARTER EWDING 95,30/
DiVIGEND HAFE Mi5 ZERO FOR THE QUARTER EMDING 09-30~
DIVIDEND RATE REQUCED 1M THE QUARTER EWDIND 03/31-85
BIVIDEHD RATE HAS ZERO FUR THE QUARTER ENBLHG 05/,30,05

REASOW FOR EXCLUSION

DIVIDEHD RATE HAS ZERO FOR THE QUARTER EHDING 12r51/05
DIVIDERD BATE WAS ZERD FUR THE QUARTER EHDIHD 12-31s85
DIVIDEND RATE WAS ZERD FOR THE QUARTER EMDING 12/31-83
DIVIDEND RATE REBUCED IH THE QUARTER ENDING 12-31-33
DEVIDEWD RATE MAS JERO FOR THE QUARTER EMDINO 1231785
DIVIDERD RATE WAS ZERD FOR THE GUARTER ENDIWG 12/31/0%
DIVIDEHD RATE HAS ZERD FOR THE QUARTER EMDIHO 12/31s8%
pIMIDEND RATE REDUI ARTER EH

DIVIDEND RATE HAS ZERL FOR THE QUARTER EMDIRG 12/31/83

* DIVIDEHD RATE HAS ZERD FoR THE QUARTER ENDIRG 12/31/88

UTELITIES EXCLUDED FROH THE SARPLE FOR THE INDICAY LA
BUE YO EITHER ZERD BIVIDEYDS DR A CUT IH EIVIDEE;;SDFDETEﬂ
THEIS QUARTER OR THE PRIOR THREE QUARTERS

TIGKER UTILITY

SYMBQL

LHS CONSUXERS FOHER CB

CIF CENTRAL HAINE PUWER €O
FGE FITCHOURG GAS & ELEC L IGHT
GPU GENERAL PUBLIC UTILITIES
LT LOHD FSLAHD LIGHTIHO

MAP HATHE PUBLIC SERVICE

sy HIDELE SQUTH UTILITIES
HTP HOHTANA POHER

FHH PUBLIC SERVICE CD OF H H
K= 9

TICKER UTILETY

SYRBOL

LHS COHSUMERS POHER CO

FQE FITCHBURG GAS & ELEC LIBHT
GPU GEHERAL PUDLIC UTILITIES
KGE RAHSAS 0AS 8 ELECTRIC

LIl LOHG ISLAHD LIGHTING

HAP HAIHE _PUBLIC SERVICE

HsU HIDDLE S0UTH UTILITIES
HTF HONTANA POHER CO

HI HORTHERW IHDIANHA PUBLIC SERV
PHH PUBLIC SERVICE Co OF 3 H
H= 13

TICKER UTILITY

SYHEOL

CHS CONSUHERS POWER CO

EGE FITCHBHIOD GAS &8 FLEC LIGHT
&Py GEMERAL PURLIC UTILLITIES
RGE S Ba5S 8 ELECTHIC

LIt L1OHG ISLARD LIGHTIHD

mp IHE PUBLIC SERVILE

AsU HIDBLE SOUTH UTILTTIES

L HORTHERN INDIABA PUBLIC SERV
PIN PUBLIC SERVICE CO OF IH|
PhY PUBLIC SERVICE CO OF H o
Ha 1p

TICKER utILITY

SYHROL

CHS CCHIURERS POHER CO

gy DUQUENHE LIGHT €0

FOE FITCHBURD GAS 8 ELEC LIGHT
GPU GENERAL PUDLIC UTILITIES -
Gsu GULF STAYES UTILIYIES-CO
RGE KRHSAS GAS B ELECTRIC -
T EAHSAS CIYY PGHER & LIGHT
[ %1} LOHO ISLAND LIGHTING

RAP BAIME PUDLIC SEAVICE

H3U HIDDLE SOUTH UTI

H} HORTHERY IMDIAKA PUGLIC SERW
PIN PUBLIEC SERVICE C

PHH PUBLIC SERVICE CO OF N W
i= 13

YEAR=84 QUARTER=1

YEAR=ZS QUARTER=Z
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REASOH FOR EXCLUSIOH

DIVIREMD RATE BAS ZERD FOR THE QUARTER EHDING 0Xr31-2
DIVIDEHD RATE HA i THE QUARTER ENDIKDB uys}:ua‘
DIVEDEND RATE HAS 2ER0 FOR THE QUARTER EMDING
DIVIDEND RATE REDUL H THE UU;EIER EMDL
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DIVIDEKD HATE HAS ZERD FOR THE QUARTER ENBI
BIVIDEND RATE HAS ZERU FOR THE QUARTER EM
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REASDH FOR EXELUSIDR

BIVIDEHD RATE WAS ZERG FOR THE GUARTER EWDIMG 04308
DIVIDERD RATE REDUCED In THE QUARTER EWDING D57350/88 é
DIVIDEND BATE HAS ZERD FOR THE QUARTER EMDIRG D&r3asB66
DIVIDERD RATE MAS ZERD FOR THE QUARTER EHDING 05,3004
GIYIDEMD HATE RERMCED Id THE QUARTER ERDIRG dé-30-86
DIVIDEMD RATE REDUCED IN THE QUARTER EMDIMg 12/31-35
PIVIDEND RATE REGUCED IH THE QUARTER ENDIND B6-350/86
E QUARTER EMDIKO 08/30-04
DIVIDEXD RATE WAS FERO FOR THE QUARTER EMDIRO D&~ XD/BS
IVIDEND SATE MHAS ZEDo RRTER EHBIkG 05/30-86
DIVIDEHD RATE WAS 2ERD FOZ THE QUARTER EHDING 06-30/84
DIVIDEHD RATE WAS ZERD FOR THE QUARTER EMDING D6/30/86
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RHHUALTZED DIVIDEMD YIELDRS Foit THE
: UTILITIES RETAIHED JH THE SantPtE
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MCC-199 Regarding: Exhibit No. (JSG-09)
Withess: J. Stephen Gaske

Please provide an electronic copy (Excel) of your Exhibit No._(JSG-09}, including
all data, supporting documents and worksheets, with formulas and links intact.

Response:

Please see the Excel file on the enclosed CD labeled “MCC-198 JSG-09.xIxs".
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Eugene F. Fama and Kenneth R. French, "The Capital Asset Pricing
Model: Theory and Evidence," Journal of Economic Perspectives,
Volume 18, Number 3, Summer 2004.

Fama and French, "The Cross-Section of Expected Stock Returns,"
Journal of Finance, Vol. XLVIl, No. 2, June 1992,

Value Line Industry Review, March 13, 1992.

Levhari, D. and Levy, H., "The Capital Asset Pricing Model and the
Investment Horizon,” Review of Economics and Statistics (February
1977).

Hawawini, G., "Why Beta Shifts as the Return Interval Changes,”
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Journal of Economic Perspectives—Volume 18, Number 3—Swmmer 2004 —Pages 25-46

The Capital Asset Pricing Model:
Theory and Evidence

Eugene F. Fama and Kenneth R. French

"N he capital asset pricing model (CAPM) of William Sharpe (1964) and John
Lintner (1963) marks the birth of asset pricing theory (resulting in a
& Nobel Prize for Sharpe in 1990). Four decades later, the CAPM is still
widely used in applications, such as estimating the cost of capital for irms and
evaluating the performance of managed portfolios. It is the centerpiece of MBA

investment courses. Indeed, it is often the only asset pricing mode] taught in these
courses.'

The attraction of the CAPM is that it offers powerful and intuitively pleasing
predictions about how to measure risk and the relation between expected return
and risk. Unfortunately, the empirical record of the model is poor—poor enough
to invalidate the way it is used in applications. The CAPM's empirical problems may
reflect theoretical failings, the result of many simplifying assumptions, But they may
also be caused by difficulties in implementing valid tests of the model. For example,
the CAPM says that the risk of a stock should be measured relative to a compre-
hensive "market portfolio” that in principle can include not just traded financial
assets, but also consumer durables, real estate and human capital. Even if we take
a narrow view of the model and limit its purview to traded financial assets, 1s it

t Although every asset pricing model is a capital asset pricing model, the finance profession reserves the
acronym CAPM for the specific model of Sharpe (1864), Lintner (1965) and Black (1972) discussed
here. Thus, throughout the paper we refer 1o the Sharpe-Lintner-Black model as the CAPM.

r Eugene F. Fama is Rebert R McCormick Distinguished Service Professor of Finance,
Graduaie School of Business, University of Chicago, Chicago, Illinais. Kenneth R. French is
Carl E. and Catherine M. Heidt Professor of Finance, Tuck School of Business, Darimouth
College, Hanover, New Hampshive, Their e-mail addresses are (eugene, fama@gsh.uchicago.
edu) and (hfrench@dartmouth.eduy, vespectively.
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legitimate to limit further the market portfolio to U.S. common stocks (a typical
choice), or should the market be expanded to include bonds, and other financial
assets, perhaps around the world? In the end, we argue that whether the model’s
problems reflect weaknesses in the theory or in its empirical implementation, the
failure of the CAPM in empirical tests implies that most applications of the model
are invalid.

We begin by outlining the logic of the CAPM, focusing on its predictions about
risk and expected return, We then review the history of empirical work and what it
says about shortcomings of the CAPM that pose challenges to be explained by
alternative models.

The Logic of the CAPM

The CAPM builds on the model of portfolio cheice developed by Harry
Markowitz (1959). In Markowitz's model, an investor selects a portfolio at time
t — 1 that produces a stochastic return at £. The model assumes investors are risk
averse and, when choosing among portfolios, they care only about the mean and
variance of their one-period investment return. As a result, investors choose “mean-
variance-efficient” portfolios, in the sense that the portfolios 1) minimize the
variance of portfolio return, given expected return, and 2) maximize expected
return, given variance. Thus, the Markowitz approach is often called a “mean-
variance model.”

The portfolio model provides an algebraic condition on asset weights in mean-
variance-efficient portfolios, The CAPM turns this algebraic statement into a testable
prediction about the relation between risk and expected return by identifying a
portfolio that must be efficient if asset prices are to clear the market of all assets.

Sharpe (1964) and Lintmer (1965) add two key assumptions to the Markowitz
model to identify a portfolio that must be mean-variance-efficient. The Arst assump-
tion is complete agreement. given market clearing asset prices at { — 1, investors agree
on the joint distribution of asset returns from { — 1 to ¢ And this distribution is the
true one—that is, it is the distribution from which the returns we use to test the
model are drawn. The second assumption is that there is borowing and lending al a
risk-free vate, which is the same for all investors and does not depend on the amount
borrowed or lent.

Figure 1 describes portfolio opportunities and tells the CAPM story. The
horizontal axis shows portfolio risk, measured by the standard deviation of portfolio
return; the vertical axis shows expected return. The curve abe, which is called the
minimum variance frontier, traces combinations of expected return and risk for
portfolios of risky assets that minimize return variance at different levels of ex-
pected return. (These portfolios do not include risk-[ree borrowing and lending.)
The tradeolf between risk and expected return for minimum variance portfolios is
apparent. For example, an investor who wants a high expected return, perhaps at
point a, must accept high volatility. At point 7, the investor can have an interme-

Attachment A
Page 2 of 22



Figure 1

Response No. MCC-200
Attachment A
Page 3 of 22

Engene F. Fame and Kenneth R French 27

Investment Opportunities

E(R)

Mean-variance- [

efficient frontier

with a riskless asset \

Minimum variance
frontier for risky assets

diate expected return with lower volatility. If there is no risk-free borrowing or
lending, only portiolios above b along abc are mean-variance-efficient, since these
portfolios also maximize expected return, given their return variances.

Adding risk-free borrowing and lending turns the efficient set into a straight
line. Consider a portfolio that invests the proportion x of portfolio funds in a
risk-free security and 1 ~ x in some portfolio g. If all funds are invested in the

risk-free security—that is, they are loaned at the risk-free rate of interest—the result
is the point RJ- in Figure 1, a portfolio with zero variance and a risk-free rate of

return. Combinations of risk-free lending and pesitive investment in g plot on the
straight line between R, and g Points to the right of g on the line represent
borrowing at the risk-free rate, with the proceeds from the borrowing used to

increase investment in portfolio g. In short, portfolios that combine risk-free
lending or borrowing xgﬂ'th some risky portfolio g plot along a straight line from R,
through g in Figure 1.7

* Formally, the return, expecied retiurn and standard deviation of return an portfolios of the risk-free
asset fand a risky portfolio g vary with «, the proportion of portfolio funds invested in f, as

R,= xR+ (1 — xR,
E(R} = xR+ (1 — x)E(R),

a(R,) = {1 — a(R,), »= 1.0,

which together impiy thae the portfolios plot along the line from R, through g in Figure 1.
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To obtain the mean-variance-efficient portfolios available with risk-free bor-
rowing and lending, one swings a line from R, in Figure 1 up and to the left as far
as possible, to the tangency portfolio 7. We can then see that all efficient portfolios
are combinations of the risk-free asset (either risk-free borrowing or lending) and
a single risky tangency portfolio, 7. This key result is Tobin’s (1958) “separation
theorem.”

The punch line of the CAPM is now straightforward. With complete agreement
about distributions of returns, all investors see the same opportunity set (Figure 1),
and they combine the same risky tangency portfolio T with risk-free lending or
borrowing. Since all investors hold the same portfolio T of risky assets, it must be
the value-weight market portfolio of risky assets, Specilically, each risky asset’s
weight in the tangency portfolio, which we now call M (for the “market”), must be
the total market value of all outstanding units of the asset divided by the total
market value of all risky assets. In addition, the risk-free rate must be set (along with
the prices of risky assets) to clear the market for risk-free borrowing and lending.

In short, the CAPM assumptions imply that the market portfolio M must be on
the minimum variance frontier if the asset market is Lo clear. This means that the
algebraic relation that holds for any minimum variance portfolio must hold for the
market portfolio. Specifically, if there are N risky assets,

(Minimum Variance Condition for M) ER,} = E(R,)
+ [E(RM) - E(Rau)]ﬁm, i=1,..., N

In this equation, E(RR}} is the expected return on asset i, and B, the market beta
of asset {, is the covariance of its return with the market return divided by the
variance of the market return,

_cov(R, Ry)
(Market Beta} B, = D

The first term on the right-hand side of the minimum variance condition,
E(Ryzy), is the expected return on assets that have market betas equal to zero,
which means their returns are uncorrelated with the market return, The second
term is a risk premium—the market beta of asset Z, 8;,;, times the premium per
unit of beta, which is the expected market return, E(R,,), minus E{R,,,).

Since the market beta of asset i is also the slope in the regression of its retumn
on the market return, a common {(and correct) interpretation of beta is that it
measures the sensitivity of the asset’s return to variation in the market return. But
there is another interpretation of beta more in line with the spirit of the portfolio
mode] that underlies the CAPM. The risk of the market portfolio, as measured by
the variance of its return (the denominator of 8}, is a weighted average of the
covariance risks of the assets in M (the numerators of 3;,, for different assets).
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Thus, B,y is the covariance risk of asset 7 in M measured relative to the average
covariance risk of assets, which is just the variance of the market return.® In
economic terms, f3;;, is proportional to the risk each dollar invested in asset ¢
contributes to the market portfolio.

The last step in the development of the Sharpe-Lintner model is to use the
assumption of risk-free borrowing and lending to nail down E(R,,;), the expected
return on zero-beta assets. A risky asset’s return is uncorrelated with the market
return—its beta is zero—when the average of the assct’s covariances with the
returns on other assets just offsets the variance of the asset’s return. Such a risky
asset is riskless in the market portfolio in the sense that it contributes nothing to the
variance of the market return,

When there is risk-free borrowing and lending, the expected return on assets
that are uncorrelated with the market return, £(Ry,,), must equal the risk-lree rate,
R, The relation between expected return and beta then becomes the familiar
Sharpe-Lintner CAPM equation,

(Sharpe-Lintner CAPM) ER) = R+ [E(Ry) ~ R)IBun, i=1,..., N

In words, the expected return on any asset i is the risk-free interest rate, B, plus a
risk premium, which is the asset’s market beta, 8, times the premium per unit of
beta risk, £(R,;) — Ry

Unrestricted risk-free borrowing and lending is an unrealistic assumption.
Fischer Black (1972) develops a version of the CAPM without risk-free borrowing or
lending. He shows that the CAPM’s key result—that the market portfolio is mean-
variance-efficient—can be obtained by instead allowing unrestricted short sales of
risky assets. In briel, back in Figure 1, if there is no risk-free asset, investors select
portiolios from along the mean-variance-efficient frontier from a to 4. Market
clearing prices imply that when one weights the efficient portfolios chosen by
investors by their (positive) shares of aggregate invested wealth, the resulting
portiolio is the market portfolio. The market portiolio is thus a portfolio of the
cfficient portfolios chosen by investors. With unrestricted short selling of risky
assets, portfolios made up of efficient portfolios are themselves efficient. Thus, the
market portfolio is efficient, which means that the minimum variance condition for
M given above holds, and it is the expected return-risk relation of the Black CAPM.

The relations between expected return and market beta of the Black and
Sharpe-Lintner versions of the CAPM differ only in terms of what each says about
E{R, ), the expected return on assets uncorrelated with the market. The Black
version says only that E(R,,,) must be less than the expected market return, so the

% Formally, if x,,; is the weight of asset i in the market portlolio, then the variance of the portfolio’s
return is

N N

(TL.(R‘\;) = C{?U(Rdn, RM) = Cou 2 .\Z,MR“ RM = E .\',';\fCﬂ‘U(R,, R,\;).
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premium for beta is positive, In contrast, in the Sharpe-Lintner version of the
madel, £(Rz,,) must be the risk-free interest rate, R, and the premium per unit of
beta risk is E(R,) — Ry

The assumption that short selling is unrestricted is as unrealistic as unre-
stricted risk-free borrowing and lending. If there is no risk-free asset and short sales
of risky assets are not allowed, mean-variance investors still choose efficient
portfolios—points above  on the abde curve in Figure 1. But when there is no short
selling of risky assets and no risk-free asset, the algebra of portfolio efficiency says
that portfolios made up of efficient portfolios are not typically efficient. This means
that the market portfolio, which is a portfolio of the efficient portfolios chosen by
investors, is not typically efficient. And the CAPM relation between expected return
and market beta is lost. This does not rule out predictions about expected return
and betas with respect to other efficient portfolios—if theory can specify portfolios
that must be effictent if the market is to clear. But so far this has proven impossible.

In short, the familiar CAPM equation relating expected asset returns to their
market betas is just an application to the market portfolio of the relation between
expected return and portfolio beta that holds in any mean-variance-efficient port-
folio. The efficiency of the market portfolio is based on many unrealistic assump-
tions, including complete agreement and either unrestricted risk-free borrowing
and lending or unrestricted short selling of risky assets. But all interesting models
involve unrealistic simplifications, which is why they must be tested against data.

Early Empirical Tests

Tests of the CAPM are based on three implications of the relation between
expected return and market beta implied by the model. First, expected returns on
all assets are linearly related to their betas, and no other variable has marginal
explanatory power. Second, the beta premium is posiiive, meaning that the ex-
pected return on the market portfolio exceeds the expected return on assets whose
returns are uncorrelated with the market return. Third, in the Sharpe-Lintner
version of the model, assets uncorrelated with the market have expected returns
equal to the risk-free interest rate, and the beta premium is the expected market
retwrn minus the risk-free rate. Most tests of these predictions use either cross-
section or time-series regressions. Both approaches date to carly tests of the model.

Tests on Risk Premiums

The early cross-section regression tests focus on the Sharpe-Lintner model’s
predictions about the intercept and slope in the relation between expected return
and market beta. The approach is to regress a crass-section of average asset returns
on estimates of asset betas. The model predicts that the intercept in these regres-
sions is the risk-[ree interest rate, Ry, and the coefficient on beta is the expected
return on the market in excess of the risk-free rate, E(Ry) — R,

Two problems in these tests quickly became apparent. First, estimates of beta

Aftachment /
Page 6 of 2:



Response No. MCC-20

Eungene F. Fama and Kenneth R French 3]

for individual assets are imprecise, creating a measurement error problem when
they are used to explain average returns. Second, the regression residuals have
comimon sources of variation, such as industry effects in average returns. Positive
correlation in the residuals produces downward bias in the usual ordinary least
squares estimates of the standard errors of the cross-section regression slopes.

To improve the precision of estimated betas, researchers such as Blume
(1970), Friend and Blume (1970) and Black, Jensen and Scholes (1972) work with
portfolios, rather than individual securities. Since expected returns and market
betas combine in the same way in portfolios, if the CAPM explains security returns
it also explains portfolio returns.” Estimates of beta for diversified porifolios are
more precise than estimates for individual securities. Thus, using portfolios in
cross-section regressions of average returns on betas reduces the critical errors in
variables problem. Grouping, however, shrinks the range of betas and reduces
statistical power. To mitigate this problem, researchers sort securities on beta when
forming portfolios; the first portfolio contains securities with the lowest betas, and
so on, up to the last portfolio with the highest beta assets, This sorting procedure
is now standard in empirical tests.

Fama and MacBeth (1973) propose a method for addressing the inference
problem caused by correlation of the residuals in cross-section regressions, Instead
of estimating a single cross-section regression of average monthly returns on betas,
they estimate month-by-month cross-section regressions of monthly returns on
betas. The times-series means of the monthly slopes and intercepts, along with the
standard errors of the means, are then used to test whether the average premium
[or beta is positive and whether the average return on assets uncorrelated with the
market is equal to the average risk-free interest rate. In this approach, the standard
errors of the average intercept and slope are determined by the month-to-month
variation in the regression coefficients, which fully captures the effects of residual
correlation on variation in the regression coelficients, but sidesieps the problem of
actually estimating the correlations. The residual correlations are, in effect, cap-
tured via repeated sampling of the regression coefficients. This approach also
becomes standard in the literature.

Jensen (1968) was the first to note that the Sharpe-Lintner version of the

+ Formally, if Kign i=1,..., N, arc the weights for asscts in some portfolio #, the expected return and
market beta for the portfolio are related 1o the expected returns and betas of asgets as
x N
E(R) = 3, x,JXR), and B = D, %,Buu.
=1 =1
Thus, the CAPM relation between expected return and beta,

E(R) = E(R) + [E(Ry) — E(RY]Bian,

holds when asser i is a portfolio, as well as when ¢ is an individual security.
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relation between expected return and market beta also implies a time-series re-
gression test. The Sharpe-Lintner CAPM says that the expected value of an asset’s
excess retwrn (the asset’s return minus the risk-free interest rate, R, ~ R) is
completely explained by its expected CAPM risk premium (its beta times the
expected value of Ry, — Ry). This implies that “Jensen’s alpha,” the intercept term
in the time-series regression,

{Time-Series Regression) R, — Ry = o; + Buy(Ryy — R) + 24,

is zero for each asset.

The early tests firmly reject the Sharpe-Lintner version of the CAPM. There is
a postlive relation between beta and average return, but it is too “flat.” Recall that,
in cross-section regressions, the Sharpe-Lintner model predicts that the intercept is
the risk-free rate and the coefficient on beta is the expected market return in excess
of the risk-free rate, E(Ry) — R, The regressions consistently find that the
intercept is greater than the average risk-free rate (typically proxied as the return
on a one-month Treasury bill), and the coetficient on beta is less than the average
excess market return (proxied as the average return on a portfolio of U.S. common
stocks minus the Treasury bill rate). This is true in the early tests, such as Douglas
(1968), Black, Jensen and Scholes (1972}, Miller and Scholes (1972), Blume and
Friend (1973) and Fama and MacBeth (1973), as well as in more recent cross-
section regression tests, like Fama and French (1992).

The evidence that the relation between beta and average return is too flat is
confirmed in time-series tests, such as Friend and Blume (1970}, Black, Jensen and
Scholes (1972) and Stambaugh (1982). The intercepts in time-series regressions of
cxcess asset returns on the excess market return are positive for assets with low betas
and negative for assets with high betas.

Figure 2 provides an updated example of the evidence. In December of each
year, we estimate a preranking beta for every NYSE (1928-2003), AMEX (1963-
2003) and NASDAQ (1972-2003) stock in the CRSP (Center for Research in
Security Prices of the University of Chicago} database, using two to five years (as
available) of prior monthly returns.” We then form ten value-weight portfolios
based on these preranking betas and compute their returns for the next twelve
months, We repeat this process for each year from 1928 to 2003, The result is
912 monthly returns on ten beta-sorted portfolios. Figure 2 plots each portfolio’s
average return against its postranking beta, estimated by regressing its monthly
returns for 1928-2003 on the return on the CRSP value-weight portfolio of U.S.
common stocks.

The Sharpe-Lintner CAPM predicts that the portfolios plot along a straight

*To be included in the sample for year ¢, a security must have market equity data (price times shares
outstanding) for December of t — 1, and CRSP must classify it as ordinary cornmon equity, Thus, we
exclude securities such as American Depository Receipts (ADRs) and Real Estate Investment Trusts
(REITs).
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Figure 2
Average Annualized Monthly Return versus Beta for Value Weight Portfolios
Formed on Prior Beta, 1928-2003
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line, with an intercept equal to the risk-free rate, R, and a slope equal to the
expected excess return on the market, £(R,;) — R, We use the average one-month
Treasury bill rate and the average excess CRSP market return for 1928-2003 to
estimate the predicted line in Figure 2. Confirming earlier evidence, the relation
between beta and average return for the ten portfolios is much flatter than the
Sharpe-Lintner CAPM predicts. The returns on the low beta portfolios are too high,
and the returns on the high beta portfolios are too low. For example, the predicted
return on the portfolio with the lowest beta is 8.3 percent per year; the actual return
is 11.1 percent. The predicted return on the portiolio with the highest beta is
16.8 percent per year; the actual is 13.7 percent.

Although the observed premium per unit of beta is lower than the Sharpe-
Lintner model predicts, the relation between average return and beta in Figure 2
is roughly linear. This is consistent with the Black version of the CAPM, which
predicis only that the beta premium is positive. Even this less restrictive model,
however, eventually succumbs to the data.

Testing Whether Market Betas Explain Expected Returns

The Sharpe-Lintner and Black versions of the CAPM share the prediction that
the market portfolio is mean-variance-efficient. This implies that differences in
expected return across securities and portfolios are entirely explained by differ-
ences in market beta; other variables should add nothing to the explanation of
expected return, This prediction plays a prominent role in tests of the CAPM. In
the early work, the weapon of choice is cross-section regressions.

In the framework of Fama and MacBeth (1973), one simply adds predeter-
mined explanatory variables to the month-by-month crosssection regressions of
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returns on beta. If all differences in expected return are explained by beta, the
average slopes on the additional variables should not be reliably different from
zero, Clearly, the trick in the cross-section regression approach is to choose specific
additional variables likely to expose any problems of the CAPM prediction that,
because the market portfolio is efficient, market betas suffice to explain expected
assel rerurns.

For example, in Fama and MacBeth (1973) the additional variables are
squared market betas (to test the prediction that the relation between expected
return and beta is linear) and residual variances from regressions of returns on the
market return (to test the prediction that market beta is the only measure of risk
needed to explain expected returns). These variables do not add to the explanation
of average returns provided by beta. Thus, the results of Fama and MacBeth (1973)
are consistent with the hypothesis that their market proxy—an equal-weight port-
folio of NYSE stocks—is on the minimum variance frontier.

The hypothesis that market betas completely explain expected returns can also
be tested using time-series regressions. In the time-series regression described
above (the excess return on asset i regressed on the excess market return), the
intercept is the difference between the asset’s average excess return and the excess
return predicted by the Sharpe-Lintner model, thatis, beta times the average excess
market return. If the model holds, there is no way to group assets into portfolios
whose intercepts are reliably different from zero. For example, the intercepts for a
portfolio of stocks with high ratios of earnings to price and a portfolio of stocks with
low earning-price ratios should both be zero. Thus, to test the hypothesis that
market betas suffice to explain expected returns, one estimates the time-series
regression for a set of assets (or portfolios) and then jointly tests the vector of
regression intercepts against zero. The trick in this approach is to choose the
left-hand-side assets (or portfolios) in a way likely to expose any shortcoming ol the
CAPM prediction that market betas suffice to explain expected asset returns.

In early applications, researchers use a variety of tests to determine whether
the intercepts in a set of time-series regressions are all zero, The tests have the same
asymptotic properties, but there is controversy about which has the best small
sample properties. Gibbons, Ross and Shanken (1989) settle the debate by provid-
ing an Ftest on the intercepts that has exact small-sample properties. They also
show that the test has a simple economic interpretation. In effect, the test con-
structs a candidate for the tangency portfolio 7 in Figure 1 by optimally combining
the market proxy and the left-hand-side assets of the time-series regressions. The
estimator then tests whether the efficient set provided by the combination of this
tangency portfolio and the risk-free asset is reliably superior to the one obtained by
combining the risk-free asset with the market proxy alone. In other words, the
Gibhons, Ross and Shanken statistic tests whether the market proxy is the tangency
portfolio in the set of portfolies that can be constructed by combining the market
portfolio with the specific assets used as dependent variables in the time-series
regressions.

Enlightened by this insight of Gibbons, Ross and Shanken (1989), one can sce

Attachment A
Page 10 of 22



Response No. MCC-20i

Lugene F. Fama and Kenneth R. French 33

a similar interpretation of the cross-section regression test of whether market betas
suiffice to explain expected returns. In this case, the test is whether the additional
explanatory variables in a cross-section regression identify patterns in the returns
on the left-hand-side assets that are not explained by the assets’ market betas. This
amounts (o testing whether the market proxy is on the minimum variance frontier
that can be constructed using the market proxy and the left-hand-side assets
included in the tests.

An important lesson from this discussion is that time-series and cross-section
regressions do not, strictly speaking, test the CAPM. What is literally tested is
whether a specific proxy for the market portfolio (typically a portfolio of U.S.
common stocks) is efficient in the set of portfolios that can be constructed from it
and the left-hand-side assets used in the test. One might conclude from this that the
CAPM has never been tested, and prospects for testing it are not good because
1) the set of left-hand-side assets does not include all marketable assets, and 2} data
for the true market portfolio of all assets are likely beyond reach (Roll, 1977; maore
on this later). But this criticism can be leveled at tests of any economic model when
the tests are less than exhaustive or when they use proxies for the variables calied
for by the model.

The bottom line from the early cross-section regression tests of the CAPM,
such as Fama and MacBeth (1973), and the early time-series regression tests, like
Gibbons (1982) and Stambaugh (1982), is that standard market proxies seem to be
on the minimum variance frontier. That is, the central predictions of the Black
version of the CAPM, that market betas suffice to explain expected returns and that
the risk premium for beta is positive, seem {o hold. But the more specific prediction
of the Sharpe-Lintner CAPM that the premium per unit of beta is the expected
market return minus the risk-free interest rate is consistently rejected.

The success of the Black version of the CAPM in early tests produced a
consensus that the model is a good description of expected returns. These early
results, coupled with the model’s simplicity and intuitive appeal, pushed the CAPM
to the forefront of finance,

Recent Tests

Starting in the late 1970s, empirical work appears that challenges cven the
Biack version of the CAPM. Specifically, evidence mounts that much of the varia-
tion in expected return is unrelated to market beta.

The first blow is Basu's (1977) evidence that when common stocks are sorted
on earnings-price ratios, future returns on high E/P stocks are higher than pre-
dicted by the CAPM. Banz (1981) documents a size effect: when stocks are sorted
on market capitalization (price times shares outstanding}, average returns on small
stocks are higher than predicted by the CAPM. Bhandari (1988) finds that high
debt-equity ratios (book value of debt over the market value of equity, a measure of
leverage) are associated with returns that are too high relative to their market betas.
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Finally, Statman (1980) and Rosenberg, Reid and Lanstein (1985) document that
stocks with high book-to-market equity ratios (B/M, the ratio of the book value of
a common stock to its market value) have high average returns that are not
captured by their betas,

There is a theme in the contradictions of the CAPM summarized above, Ratios
involving stock prices have information about expected returns missed by market
betas. On reflection, this is not surprising. A stock’s price depends not only on the
expected cash flows it will provide, but also on the expected returns that discount
expected cash flows back to the present. Thus, in principle, the cross-section of
prices has information about the cross-section of expected returns. (A high ex-
pected return implies a high discount rate and a low price.) The cross-section of
stock prices is, however, arbitrarily affected by differences in scale (or units). But
with a judicious choice of scaling variable X, the ratio X/ P can reveal differences
in the crosssection of expected stock returns. Such ratios are thus prime candidates
to expose shortcomings of asset pricing models—in the case of the CAPM, short
comings of the prediction that market betas suffice to explain expected returns
(Ball, 1978). The contradictions of the CAPM summarized above suggest that
earnings-price, debt-equity and book-to-market ratios indeed play this role.

Fama and French (1992) update and synthesize the evidence on the empirical
failures of the CAPM. Using the cross-section regression approach, they confirm
that size, earnings-price, debt-equity and book-to-market ratios add to the explana-
tion of expected stock returns provided by market beta, Fama and French (1996)
reach the same conclusion using the time-series regression approach applied to
peortlolios of stocks sorted on price raties. They also find that different price ratios
have much the same information about expected returns. This is not surprising
given that price is the common driving force in the price ratios, and the numerators
are just scaling variables used to extract the information in price about expected
returns.

Fama and French (1992) also confirm the evidence (Reinganum, 1981; Stam-
baugh, 1982; Lakonishok and Shapiro, 1986) that the relation between average
return and beta for common stocks is even fatter after the sample periods used in
the early empirical work on the CAPM. The estimate of the beta premium is,
however, clouded by statistical uncertainty (a large standard error). Kothari, Shan-
ken and Sloan (1995) try to resuscitate the Sharpe-Lintner CAPM by arguing that
the weak relation between average return and beta is just a chance result. But the
strong evidence that other variables capture variation in expected return missed by
beta makes this argument irrelevani. If betas do not suffice to explain expected
returns, the market portfolio is not efficient, and the CAPM is dead in its tracks.
Evidence on the size of the market premium can neither save the model nor further
doom it

The synthesis of the evidence on the empirical problems of the CAPM pro-
vided by Fama and French (1992) serves as a catalyst, marking the point when it is
generally acknowledged that the CAPM has potentially fatal problems. Research
then turns to explanations.
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One possibility is that the CAPM's problems are spurious, the result of data
dredging—publication-hungry researchers scouring the data and unearthing con-
tradictions that occur in specific samples as a result of chance. A standard response
to this concern is to test for similar findings in other samples. Chan, Hamao and
Lakonishok (1991} find a strong relation between book-to-market equity (B/M)
and average return for Japanese stocks. Capaul, Rowley and Sharpe (1993) observe
a similar B/M effect in four European stock markets and in Japan. Fama and
French {1998) find that the price ratios that produce problems for the CAPM in
U.S. data show up in the same way in the stock returns of twelve non-U.S. major
markets, and they are present in emerging market returns. This evidence suggests
that the contradictions of the CAPM associated with price ratios are not sample
specific.

Explanations: Irrational Pricing or Risk

Among those who conclude that the empirical failures of the CAPM are [atal,
two stories emerge. On one side are the behavioralists. Their view is based on
cvidence that stocks with high ratios of book value to market price are typically
firms that have fallen on bad times, while low B/M is associated with growth firms
(Lakonishok, Shleifer and Vishny, 1994; Fama and French, 1995). The behavior-
alists argue that sorting firms on book-to-market ratios exposes investor overreac-
tion to good and bad times. Investors overextrapolate past performance, resulting
in stock prices that are too high for growth {(low B/M) firms and too low for
distressed (high B/M, so-called value) firms. When the overreaction is eventually
corrected, the result is high returns for value stocks and low returns for growth
stocks. Proponents of this view include DeBondt and Thaler (1987), Lakonishok,
Shleifer and Vishny (1994) and Haugen (1995).

The second story for explaining the empirical contradictions of the CAPM is
that they point to the need for a more complicated asset pricing model. The CAPM
is based on many unrealistic assumptions. For example, the assumption that
investors care only about the mean and variance of one-period portfolio returns is
extreme. It is reasonable that investors also care about how their portfolio return
covaries with labor income and future investment opportunities, so a portfolio’s
return variance misses important dimensions of risk. If so, market beta is not a
complete description of an asset’s risk, and we should not be surprised to find that
differences in expected return are not completely explained by differences in beta.
In this view, the search should turn to asset pricing models that do a better job
explaining average returns.

Merton’s (1973) intertemporal capital asset pricing model (ICAPM} is a
natural extension of the CAPM. The ICAPM begins with a different assumption
about investor objectives. In the CAPM, investors care only about the wealth their
portfolio produces at the end of the current period. In the ICAPM, investors are
concerned not only with their end-of-period payoff, but also with the opportunities
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they will have to consume or invest the payoff. Thus, when choosing a portfolio at
time { — 1, JCAPM investors consider how their wealth at ¢ might vary with future
state variables, including labor income, the prices of consumption goods and the
nature of portfolic opportunities at {, and expectations about the labor income,
consumption and investment opportunities to be available after ¢,

Like CAPM investors, ICAPM investors prefer high expected return and low
return variance. But ICAPM invesiors are also concerned with the covariances of
portfolio returns with state variables. As a result, optimal portfolios are "multifactor
efficient,” which means they have the largest possible expected returns, given their
return variances and the covariances of their returns with the relevant state
variables,

Fama (1996) shows that the ICAPM generalizes the logic of the CAPM. That is,
if there is risk-free borrowing and lending or if short sales of risky assets are allowed,
market clearing prices imply that the market portfolio is multifactor efficient.
Moreover, multifactor efficiency implies a relation between expected return and
beta risks, but it requires additional betas, along with a market beta, to explain
expected returns.

An ideal implementation of the ICAPM would specify the state variables that
affect expected returns. Fama and French (1993) take a more indirect approach,
perhaps more in the spirit of Ross’s (1976) arbitrage pricing theory. They argue
that though size and book-to-market equity are not themselves state variables, the
higher average returns on small stocks and high book-to-market stocks reflect
unidentified state variables that produce undiversifiable risks (covariances) in
returns that are not captured by the market return and are priced separately from
market betas, In support of this claim, they show that the returns on the stocks of
small firms covary more with one another than with returns on the stocks of large
firms, and returns on high book-to-market (value) stocks covary more with one
another than with returns on low book-to-market (growth) stocks. Fama and
French (1995) show that there arc similar size and book-lo-market patterns in the
covariation of fundamentals like earnings and sales.

Based on this evidence, Fama and French (1993, 1996) propose a three-factor
model for expected returns,

(Three-Factor Model)  E(R,) — R, = Biy[E(Ry,) — Ry]
+ BLE(SMB,) + B, E(HML,).

In this equation, SMB, {small minus big) is the difference between the returns on
diversified portlolios of small and big stocks, HML, (high minus low) is the
difference between the returns on diversified portfolios of high and low B/M
stocks, and the betas are slopes in the multiple regression of R;, — Ry on Ry, — Ry,
SMB, and HML,.

For perspective, the average value of the market premium Ry, — R, for
1927-2003 is 8.3 percent per year, which is 3.5 standard errors from zero. The
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average values of SMB,, and HML, are 3.6 percent and 5.0 percent per year, and
they are 2.1 and 3.1 standard errors [rom zero. All three premiums are volatile, with
annual standard deviations of 21.0 percent (R, — Ry}, 14.6 percent (SMB,) and
14.2 percent (HML,) per year. Although the average values of the premiums are
large, high volatility implies substantial uncertainty about the true expected
premiums.

One implication of the expected return equation of the three-factor model is
that the intercept o in the time-series regression,

Ril - Rﬂ = + Bit'nI(R:\H - Rﬂ) + BHSA"IBJ + Bl‘;,HA/IL,'i_ Ly

is zero for all assets i. Using this criterion, Fama and French (1993, 1996) find that
the model captures much of the variation in average return for portfolios formed
on size, book-to-market equity and other price ratios that cause problems for the
CAPM. Fama and French {1998) show that an international version of the model
performs better than an international CAPM in describing average returns on
portfolios formed on scaled price variables for stocks in 13 major markets.

The three-factor model is now widely used in empirical research that requires
a model of expected returns. Estimates ol o; from the time-series regression above
are used to calibrate how rapidly stock prices respond to new information (for
example, Loughran and Ritter, 1995; Mitchell and Stafford, 2000). They are also
used to measure the special information of portfolio managers, for example, in
Carhart’s (1997) study of mutual fund performance. Among practitioners like
Ibhotson Associates, the model is offered as an alternative to the CAPM for
estimating the cost of equity capital.

From a theoretical perspective, the main shortcoming of the three-factor
model is its empirical motivation. The small-minus-big (SMB) and high-minus-low
(IIML) explanatory returns are not motivated by predictions about state variables
of concern to investors. Instead they are brute force constructs meant to capture
the patterns uncovered by previous work on how average stock returns vary with size
and the book-to-market equity ratio.

But this concern is not fatal. The ICAPM does not require that the additional
portfolios used along with the market portfolio to explain expected returns
“mimic” the relevant state variables. In both the ICAPM and the arbitrage pricing
theory, it suffices that the additional portfolios are well diversified (in the termi-
nology of Fama, 1996, they are multifactor minimum variance) and that they are
sufficiently different from the market portfolio to capture covariation in returns
and variation in expected returns missed by the market portfolio. Thus, adding
diversified portfolios that capture covariation in returns and variation in average
returns left unexplained by the market is in the spirit of both the ICAPM and the
Ross’s arbitrage pricing theory.

The behavioralists are not impressed by the evidence for a risk-based expla-
nation of the failures of the CAPM. They typically concede that the three-factor
model captures covariation in returns missed by the market return and that it picks
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up much of the size and value cffects in average returns left unexplained by the
CAPM. But their view is that the average return premium associated with the
model's book-to-market factor—which does the heavy lifting in the improvements
to the CAPM—is itself the result of investor overreaction that happens to be
correlated across firms in a way that just Iooks like a risk story. In short, in the
behavioral view, the market tries to set CAPM prices, and violations of the CAPM
are due to mispricing.

The conflict between the behavioral irrational pricing story and the rational
risk story for the empirical failures of the CAPM leaves us at a timeworn impasse.
Fama (1970) emphasizes that the hypothesis that prices properly reflect available
information must be tested in the context of a model of expected returns, like the
CAPM. Intuitively, to test whether prices are rational, one must take a stand on what
the market is trying to do in setting prices—that is, what is risk and what is the
relation between expected return and risk? When tests reject the CAPM, one
cannot say whether the problem is its assumption that prices are rational (the
behavioral view) or violations of other assumptions that are also necessary to
produce the CAPM (our position).

Fortunately, for some applications, the way one uses the three-factor model
does not depend on one’s view about whether its average return premiums are the
rational result of underlying state variable risks, the result of irrational investor
behavior or sample specific results of chance. For example, when measuring the
response of stock prices to new information or when evaluating the performance of
managed portfolios, one wants to account for known patterns in returns and
average returns for the period examined, whatever their source. Similarly, when
estimating the cost of equity capital, one might be unconcerned with whether
expected return premiums are rational or irrational since they are in either case
part of the opportunity cost of equily capital (Stein, 1996). But the cost of capital
is forward looking, so il the premiums are sample specific they are irrelevant.

The three-factor model is hardly a panacea. Its most serious problem is the
momentum effect of Jegadeesh and Titman (1993). Stocks that do well relative to
the market over the last three to twelve months tend to continue to do well for the
next few months, and stocks that do poorly continue to do poorly. This momentum
effect is distinct from the value effect captured by book-to-market equity and other
price ratios. Moreover, the momentumn effect is left unexplained by the three-factor
model, as well as by the CAPM. Following Carhart (1997), one response is to add
a momentum factor (the difference between the returns on diversified portfolios of
shortterm winners and losers) to the three-factor model. This step is again legiti-
mate in applications where the goal is to abstract from known patterns in average
returns to uncover information-specific or manager-specific effects. But since the
momentum effect is short-lived, it is largely irrelevant for estimates of the cost of
equity capital.

Another strand of research points to problems in both the three-factor model
and the CAPM. Frankel and Lee (1998), Dechow, Hutton and Sloan (1999),
Piotroski (2000) and others show that in portfolios formed on price ratios like
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book-to-market equity, stocks with higher expected cash flows have higher average
returns that are not captured by the three-factor model or the CAPM. The authors
interpret their results as evidence that stock prices are irrational, in the sense that
they do not reflect available information about expected profitability.

In truth, however, one can’t tell whether the problem is bad pricing or a bad
asset pricing model. A stock’s price can always be expressed as the present value of
expected future cash flows discounted at the expected return on the stock (Camp-
bell and Shiller, 1989; Vuclteenaho, 2002). It follows that if two stocks have the
same price, the one with higher expected cash flows must have a higher expected
return, This holds true whether pricing is rational or irrational. Thus, when one
observes a positive relation between expected cash flows and expected returns that
is left unexplained by the CAPM or the three-factor model, one can’t tell whether
it is the result of irrational pricing or a misspecified asset pricing model,

The Market Proxy Problem

Roll (1977) argues that the CAPM has never been tested and probably never
will be. The problem is that the market portfolio at the heart of the model is
theoretically and empirically elusive. It is not theoretically clear which assets (for
example, human capital) can legitimately be excluded from the market portfolio,
and data availability substantially limits the assets that are included. As a result, tests
of the CAPM are forced to use proxies for the market portfolio, in effect testing
whether the proxies are on the minimum variance frontier. Roll argues that
because the tests use proxies, not the true market portfolio, we learn nothing about
the CAPM.

We are more pragmatic. The relation between expected return and market
beta of the CAPM is just the minimum variance condition that holds in any efficient
portfolio, applied to the market portfolio. Thus, if we can find a market proxy that
is on the minimum variance frontier, it can be used to describe differences in
expected returns, and we would be happy to use it for this purpose. The strong
rejections of the CAPM described above, however, say that researchers have not
uncovered a reasonable market proxy that is close to the minimum variance
frontier. If researchers are constrained to reasonable proxies, we doubt they
ever will,

Our pessimism is fueled by several empirical results. Stambaugh (1982) tests
the CAPM using a range of market portfolios that include, in addition to U.5,
common stocks, corporate and government bonds, preferred stocks, real estate and
other consumer durables. He finds that tests of the CAPM are not sensitive to
expanding the market proxy beyond common stocks, basically because the volatility
of expanded market returns is dominated by the volatility of stock returns.

One need not be convinced by Stambaugh’s {1982) results since his market
proxies are limited to U.S. assets. If international capital markets are open and assel
prices conform to an international version of the CAPM, the market portiolio
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should include international assets, Fama and French (1998) find, however, that
betas for a global stock market portfolio cannot explain the high average returns
observed around the world on stocks with high book-to-market or high eamnings-
price ratios.

A major problem for the CAPM is that portfolios formed by sorting stocks on
price ratios produce a wide range of average returns, but the average returns are
not positively related to market betas (Lakonishok, Shieifer and Vishny, 1994; Fama
and French, 1996, 1998). The problem is illustrated in Figure 3, which shows
average returns and betas (calculated with respect to the CRSP value-weight port-
folio of NYSE, AMEX and NASDAQ stocks) for July 1963 to December 2003 for ten
portfolios of U.S, stocks formed annually on sorted values of the book-to-market
equity ratio (B/M).°

Average returns on the B/M portfolios increase almost monotonically, from
10.1 percent per year for the lowest B/M group (portfolio 1) to an impressive
16.7 percent for the highest (portfolio 10). But the positive relation between beta
and average return predicted by the CAPM is notably absent. For example, the
portfolio with the lowest book-to-market ratio has the highest beta but the lowest
average return. The estimated beta for the portfolio with the highest book-to-
market ratio and the highest average return is only 0.98. With an average annual-
ized value of the riskiree interest rate, Ry, of 5.8 percent and an average annualized
market premium, R;, — R;, of 11.3 percent, the Sharpe-Lintner CAPM predicts an
average return of 11.8 percent for the lowest B/M portfolio and 11.2 percent for
the highest, far from the observed values, 10.1 and 16.7 percent. For the Sharpe-
Lintner model to “work” on these portfolies, their market betas must change
dramatically, from 1.09 to 0.78 for the lowest B/M portfolio and from 0.98 to 1.98
for the highest. We judge it unlikely that alternative proxies for the market
portfolio will produce betas and a market premium that can explain the average
returns on these portfolios.

It is always possible that researchers will redeem the CAPM by finding a
reasonable proxy for the market portfolio that is on the minimum variance frontier.
We emphasize, however, that this possibility cannot be used to justify the way the
CAPM is currently applied. The problem is that applications typically use the same

B Stock rewturn data are from CRSP, and book equity data are from Compustat and the Moody's
Industrials, Transpartation, Utlities and Financials manuals. Stocks are allocated to ten portlolios at the
end of June of cach year ¢ (1963 to 2003} using the ratio of hook equity for the fscal year ending in
cafendar year ¢ — 1, divided by market equity at the end of December of £ — 1, Book equity is the book
vilue of stoeckholders’ equity, plus balance sheet deferred taxes and invesunent tax credie (il available),
minus the book value of preferred stock. Depending on availability, we use the redemption, liquidation
or par value (in that order) to estimate the book value of preferred stock. Stockholders’ equity is the
value reported by Moody's or Compustat, if it is available, If not, we measure stockholders' equity as the
book value of common equity plus the par value of preferred stock or the book value of assets minus
total liabilities (in that order). The portfolios for year ¢ include NYSE (1963-2003), AMEX (1963-2003)
and NASDAQ (1972-2003) stocks with positive book equityin ¢ — I and market equity {from CRSP) for
December of t — 1 and June of ¢, The portfolios exclude securities CRSP does not classify as ordinary
common equity, The breakpoints for year ¢ use only securities that are on the NYSE in June of year ¢
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Figure 3
Average Annualized Monthly Return versus Beta for Value Weight Portfolios
Formed on B/M, 1963-2003
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market proxies, like the value-weight portfolio of U.S. stocks, that lead to rejections
of the model in empirical tests. The contradictions of the CAPM observed when
such proxies are used in tests of the model show up as bad estimates of expected
returns in applications; for example, estimates of the cost of equity capital that are
too low (relative to historical average returns) for small stocks and for stocks with
high book-to-market equity ratios. In short, if a market proxy does not work in tests
of the CAPM, it does not work in applications.

Conclusions

The version of the CAPM developed by Sharpe (1964) and Lintner (1965) has
never been an empirical success. In the early empirical work, the Black (1972)
version of the model, which can accommodate a flatter tradeoff of average return
for market beta, has some success. But in the late 1970s, research begins to uncover
variables like size, various price ratios and momentum that add to the explanation
of average returns provided by beta. The problems are serious enough to invalidate
most applications of the CAPM.

Far example, finance textbooks often recommend using the Sharpe-Lintner
CAPM risk-return relation to estimate the cost of equity capital. The prescription is
to estimate a stock’s market beta and combine it with the risk-free interest rate and
the average market risk premium to produce an estimate of the cost of equity. The
typical market portfolio in these exercises includes just U.S. common stocks. But
empirical work, old and new, tells us that the relation between beta and average
return is flatter than predicted by the Sharpe-Lintner version of the CAPM. As a
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result, CAPM estimates of the cost of equity for high beta stocks are too high
{(relative to historical average returns) and estimates for low beta stocks are too low
(Friend and Blume, 1970). Similarly, if the high average returns on value stocks
(with high book-to-market ratios) imply high expected returns, CAPM cost of
equity estimates for such stacks are too low.”

The CAPM is also often used to measure the performance of mutual funds and
other managed portfolios. The approach, dating to Jensen (1968), is to estimate
the CAPM time-series regression for a portfolio and use the intercept (Jensen’s
alpha) to measure abnormal performance. The problem is that, because of the
empirical failings of the CAPM, even passively managed stock portfolios produce
abnormal returns if their investment strategies involve tilts toward CAPM problems
(Elton, Gruber, Das and Hlavka, 1993). For example, funds that concentrate on low
beta stocks, small stocks or value stocks will tend to produce positive abnormal
returns relative to the predictions of the Sharpe-Lintrier CAPM, even when the
fund managers have no special talent for picking winners,

The CAPM, like Markowitz's (1952, 1959) portfolio model on which it is built,
is nevertheless a theoretical tour de force. We continue to teach the CAPM as an
introduction to the fundamental concepts of portfolio theory and asset pricing, to
be built on by more complicated models like Merton's (1973) ICAPM. But we also
warn students that despite its seductive simplicity, the CAPM's empirical problems
probably invalidate its use in applications.

n We gratefully acknowledge the comments of John Cochrane, George Constantinides, Richard
Lefiwich, Andrei Shieifer, René Stulz and Timothy Taylor.

" The problems are compounded by the large standard errvors of estimates of the market premium and
of betas for individual stocks, which probably suffice to make CAPM estimates of the cost of equity rather
meaningless, even i the CAPM holds {(Fama and French, 1997; Pastor and Stambaugh, 1999}, For
example, using the U.S. Treasury bill rate as the risk-free interest rate and the CRSP value-weight
pordolio of publicly traded U.S. common stocks, the average value of the equity premium Ryp, ~ R, for
19272003 is 8.3 percent per year, with a standard error of 2.4 percent. The two standard error range
thus runs from 3.5 percent to 13.1 percent, which is sufficient to make most projects appear either
profitable or unprofitable. This problem is, however, hardly special to the CAPM. For example, expecied
returns in all versions of Merton's (1973) ICAPM include a market beta and the expected markei
premium, Also, as noted earlier the expected values of the size and book-lo-market premiums in the
Fama-French three-factor model are also estimated with substantial error.
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The Cross-Section of Expected Stock
Returns

EUGENE F. FAMA and XKENNETH R, FRENCH’

ABSTRACT

Two ensily measured variables, size and book-lo-marke! equity, combine to capture
the crose-sectionnl variation in nversge stock returns agsecisted with market g,
size, leverage, book-te-market equity, and earnings-price ratios. Moreover, when the
tests allow for variation In 8 that is unrelated to size, the relation between market
4 and avernge return is fat, even when B is the only explanatory variable,

THE ASSET-PRICING MODEL OF Sharpe (1964), Lintner (1965), and Black (1972)
has long shaped the way academics and practitioners think about average
returns and risk, The central prediction of the model is that the market
portfoiio of invested wealth is mean-variance efficient in the sense of
Markowitz (1959). The efficiency of the market portfolio implies that (a)
expected returns on securities are a positive linear function of their market
Bs (the slope in the regression of a security’s return on the market’s return),
and (b) market fs suffice to describe the cross-section of expected returns.

There are several empirical contradictions of the Sharpe-Lintner-Black
(SLB) model. The most prominent is the size effect of Banz {1981). He finds
that market equity, ME (a stock’s price times shares outstanding), adds to
the explanation of the c-oss-section of average returns provided by market
Bs. Average returns ... _:inall (low ME) stocks ure too high given their g
estimates, and average returns on large stocks are too low.

Another contradiction of the SLB model is the positive relation between
leverage and average return documented by Bhandari (1988). It is plausible
that leverage is associated with risk and expected return, but in the SLB
model, leverage risk should be captured by market 8. Bhandari finds, how-
ever, that leverage helps explain the cross-section of average stock returns in
tests that include size (ME) as well as 8.

Stattman (1980) and Rosenberg, Reid, and Lanstein (1985) find that aver-
age returns on U.S. stocks are positively related to the ratio of a firm's book
value of common equity, BE, to its market value, ME. Chan, Hamao, and
Lakonishok (1991) find that book-to-market equity, BE/ME, slso has a strong
role in explaining the cross-section of average returns on Japanese stocks.
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Finally, Basu (1983) shows that earnings-price ratios (E/P) help explain
the cross-section of average returns on U.S. stocks in tests that also include
size and market f. Ball (1978) argues that E/P is a catch-all proxy for
unnamed factors in expected returns; E/P is likely to be higher (prices are
lower relative to earnings) for stocks with higher risks and expected returns,
whatever the unnamed sources of risk.

Ball’s proxy argument for E/P might also apply to size (ME), leverage, and
book-to-market equity. All these variables can be regarded as different ways
to scale stock prices, to extract the information in prices about risk and
expected returns (Keim (1988)). Moreover, since E/P, ME, leverage, and
BE/ME are all scaled versions of price, it is reasonable to expect that some of
them are redundant ‘or describing average returns, Qur goal is to evaluate
the joint roles of market 8, size, E/P, leverage, and book-to-market equity in
the cross-section of average returns on NYSE, AMEX, and NASDAQ stocks.

Black, Jensen, and Scholes (1972} and Fama and MacBeth (1973) find that,
as predicted by the SLB model, there is a positive simple relation beiween
average stock returns and 8 during the pre-1969 period. Like Reinganum
{1981) and Lakonishok and Shapiro (1985), we find that the relation between
# and average return disappears during the more recent 1863-1990 period,
even when {3 is used alone to explain average returns. The appendix shows
that the simple relation between @ and average return is also weak in the
50-year 1941-1990 period. In short, our tests do not support the most basie
prediction of the SLB model, that average stock returns are positively related
to market fs,

Uniike the simple relation between § and average return, the univariate
relations between average return and size, leverage, E/P, and book-to-market
equity are strong. In multivariate tests, the negative relation between size
and average returni- st to the inclusion of cilier variables. The positive
relation between book-to-market equity and average return also persists in
competition with other variables. Moreover, although the size effect has
attracted more attention, book-to-market equity has a consistently stronger
role in average returns. Our bottom-line results are: (a) § does not seem o
help explain the cross-section of average stock returns, and (b) the combing-
tion of size and book-to-market equity seems to absorb the roles of leverage
and E/P in average stock returns, at least during our 1863-1990 sample
period. )

If assets are priced rationally, our results suggest that stock risks are
multidimensional. One dimension of risk is proxied by size, ME. Anocther
dimension of risk is proxied by BE/ME, the ratic of the book value of
common equity to its market value,

It is possible that the risk captured by BE/ME is the relative distress
factor of Chan and Chen (1991). They postulate that the earning prospects of
firms are associgzted with a risk factor in returns., Firms that the market
judges to have poor prospects, signaled here by low stock prices and high
ratios of book-to-market equity, have higher expected stock returns (they are
penalized with higher costs of capital) than firms with strong prospects. It is
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also possible, however, that BE/ME just captures the unraveling (regression
toward the mean) of irrational market whims about the prospects of firms,

Whatever the underlying economic causes, our main result is straightfor-
ward. Two easily measured variables, size (ME) and book-to-market equity
(BE/ME), provide a simple and powerful characterization of the cross-section
of average stock returns for the 1963-1980 period.

In the next section we discuss the data and our approach to estimating g.
Section Il examines the relations between average return and 8 and between
average return and size. Section II] examines the roles of E/P, leverage, and
book-to-market equity in average returns. In sections IV and V, we summa-
rize, interpret, and discuss applications of the results.

I, Preliminaries
A, Data

We use all nonfinancial firms in the intersection of (a) the NYSE, AMEX,
and NASDAQ return files from the Center for Research in Security Prices
(CRSP) and (b) the merged COMPUSTAT annual industrial files of income-.
statement and balance-sheet data, also maintained by CRSP. We exclude
financial firms because the high leverage that is normal for these firma
probably does not have the same meaning as for nonfinancial firms, where
high leverage more likely indicates distress. The CRSP returns cover NYSE
and AMEX stocks until 1873 when NASDAQ returns also come on line, The
COMPUSTAT data are for 1962-1989. The 1962 start date reflects the fact
that book value of common equity (COMPUSTAT item 60), is not generally
available prior to 1962. Mor» important, COMPUSTAT data for earlier years
have a seripus selection ¥ the pre-1962 data are tiited toward big histori-
cally sueccessful firms.

To ensure that the accounting variables are known before the returns they
are used to explain, we match the accounting data for &ll fiscal yearends in
calendar year ¢ — 1 (1862-1989) with the returns for July of year ¢ to June of
t + 1, The 6-month (minimum) gap between fiscal yearend and the return
lests is conservative. Earlier work (e.g., Basu (1983)) often assumes that
accounting data are available within three months of fiscal yearends. Firms
are indeed required to file their 10-K reports with the SEC within 80 days of
their fiscal yearends, but on average 19.8% do not comply. In addition, more
than 40% of the December fiscal yearend firms that do comply with the
90-day rule file on March 31, and their reports are not made public until
April. (See Alford, Jones, and Zmijewski (1992).)

We use a firm's market equity at the end of December of year ¢~ 1 to
compute its book-to-market, leverage, and earnings-price ratios for ¢ — 1, and
we use its market equity for June of year { to measure its size. Thus, to be
included in the return tests for July of year ¢, a firm must have a CRSP stock
price for December of year ¢~ 1 and June of year ¢. It must also have
monthly returns for at least 24 of the 60 months preceding July of year ¢ (for
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“pre-ranking” f estimates, discussed below). And the firm must have
COMPUSTAT data on total book assets (A), book equity (BE), and earn-
ings (E), for its fiscal year ending in (any month of) calendar year ¢ - 1.
Our use of December market equity in the E/P, BE/ME, and leverage
ratios is objectionable for firms that do not have December fiscal yearends
because the accounting variable in the numerator of a ratio is not aligned
with the market value in the denominator. Using ME at fiscal yearends is
also problematic; then part of the cross-sectional variation of a ratio for a
given year is due to market-wide variation in the ratio during the year. For
example, if there is a general fall in stock prices during the year, ratios
measured early in the year will tend to be lower than ratios measured later.
We can report, however, that the use of fiscal-yearend MEg, rather than
December MEg3, in the accounting rativs has little impact on our return tests.
Finally, the tests mix firms with different fiscal yearends. Since we match
accounting data for all fiscal yearends in calendar year ¢ — 1 with returns for
July of ¢ to June of ¢+ 1, the gap between the accounting data and the
matching returns varies across firms. We have done the tests using the
smaller sample of firms with December fiscal yearends with similar results.

B. Estimating Market Bs

Our asset-pricing tests use the cross-sectional regression approach of Fama
and MacBeth (1973), Each month the cross-section of returns on stocks is
regressed on variables hypothesized to explain expected returns. The time-
series means of the monthly regression slopes then provide standard tests of
whether different explanatory variables are on average priced,

Since size, E/P, leverage, and BE/ME are measured precisely for individ-
ual stocks, there is no resson to smear the information in these variables hv
using portfolios in the r auss-MacBeth (FM) regressions, Most previous tests
use portfolios because estimates of market 88 are more precise for portfolios.
Our approach is to estimate s for portfolios and then assign a portfolio’s 8 to
each stock in the portfolio. This allows us to use individual stocks in the FM
asset-pricing tests,

B.1. ﬂ.Estimation: Details

In June of each year, all NYSE stocks on CRSP are sorted by size (ME)
to determine the NYSE deciie breakpoints for ME, NYSE, AMEX, and
NASDAQ stocks that have the required CRSP-COMPUSTAT data are then
allocated to 10 size portfolios based on the NYSE breakpoints. (If we used
stocks from all three exchanges to determine the ME breakpoints, most
portfolios would include only small stocks after 1973, when NASDAQ stocks
are added to the sample.)

We form portfolios on size because of the evidence of Chan and Chen (1988)
and others that size produces a wide spread of average returns and 8s. Chan
and Chen use only size portfolics. The problem this creates ia that size and
the @s of size portfolios are highly correlated (—0.988 in their data), so
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asset-pricing tests lack power to separate size from f§ effects in average
returns.

To allow for variation in 8 that is unrelated to size, we subdivide each size
decile into 10 portfolios on the basia of pre-ranking gs for individual stocks.
The pre-ranking fis are estimated on 24 to 60 monthly returns (as available)
in the 5 years before July of year ¢, We set the § breakpoints for each size
decile using only NYSE stocks that satisfy our COMPUSTAT.CRSP data
requirements for year ¢ — 1. Using NYSE stocks ensures that the § break.
points are not dominated after 1973 by the many small stocks on NASDAQ.
Setting 8 breakpoints with stocks that satisfy our COMPUSTAT-CRSP data
requirements guarantees that there are firms in each of the 100 size-8
portiolios,

After assigning firms to the size-§ portfolios in June, we calculate the
equal-weighted monthly returns on the portfolios for the next 12 months,
from July to June. In the end, we have post-ranking monthly returns for July
1963 to December 1990 on 100 portfolios formed on size and pre-ranking fs.
We then estimate B8s using the full sample (330 months) of post-ranking
returns on each of the 100 portfolios, with the CRSP value-weighted portfolio
of NYSE, AMEX, and (after 1972) NASDAQ stocks used as the proxy for the
market. We have also estimated 8s using the value-weighted or the equal-
weighted portfolio of NYSE stocks as the proxy for the market, These s
produce inferences on the role of # in average returns like those reported
below,

We estimate 3 as the sum of the slopes in the regression of the return on a
portfolio on the current and prior month’s market return, (An additional lead
and lag of the market have little effect on these sum f8s.) The sum fs are
meant to adjust for nonsynchronous trading (Dimson (1979)). Fowler and
Rorke (1983) show ti.. :um (s are biased when the market return is
autacorrelated, The 1st- and 2nd-order autocorreiations of the monthly mar-
ket returns for July 1963 to December 1990 are 0.06 and -~ 0.05, both about 1
standard error from 0. If the Fowler-Rorke corrections are used, they lead to
trivial changes in the 5. We stick with the simpler sum fs, Appendix Table
Al shows that using sum 8s produces large increases in the 8s of the smallest
ME portfolios and small declines in the f8s of the largest ME portfolios,

Chan and Chen (1988) show that full-period § estimates for portfolios can
work well in tests of the SLB model, even if the true g8s of the portfolios vary
through time, if the variation in the s is proportional,

ﬁﬂ - ﬂj = k:(ﬁj - ﬁ)r (1)

where §;, is the true 8 for portfolio j at time ¢, 8, is the mean of 8;, across ¢,
and B is the mean of the §;, The Appendix argues that (1) iz a good
approximation for the variation through time in the true fs of portfolios ()
formed on size and B, For diehard 8 fans, sure to he skeptical of our resuits
on the weak role of 8 in average stock returns, we can also report that the
results stand up to robustnees checks that use 5-year pre-ranking s, or
5-year post-ranking fg, instead of the full-period post-ranking gs.
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We allocate the full-period post-ranking 8 of & size-8 portfolio to each stock
in the portfolio. These are the 88 that will be used in the Fama-MacBeth
cross-sectional regressions for individual stocks. We judge that the precision
of the full-period post-ranking portfolio 8s, relative to the imprecise 8 esti.
mates that would be obtained for individual stocks, more than makes up for
the fact that true 88 are not the same for all stocks in m portfolio. And note
that assigning full-period portfolio 8s to stocks does not mean that a stock’s 8
is constant. A stock can move across portfolios with year-to-year changes in
the stock’s size (ME) and in the estimates of its 8 for the preceding b years.

B.2. 8 Estimates

Table I shows that forming portfolios on size and pre-ranking 8s, rather
than on size alone, magnifies the range of full-period post-ranking fs. Sortod
on size alone, the post-ranking @s range fiom 1.44 for the smallest ME
portfolio to 0.92 for the largest. This spread of 8s across the 10 size deciles is
smaller than the spread of post-ranking B3 produced by the § sort of any size
decile. For example, the post-ranking 8s for the 10 portfolios in the smallest
size decile range from 1.05 to 1.79. Across &ll 100 size-3 portfolios, the
post-ranking fs range from 0.53 to 1,79, a spread 2.4 times the spread, 0.52,
obtained with size portfolios alone.

Two other facts about the §s are important, First, in each size decile the
post-ranking Bs closely reproduce the ordering of the pre.ranking fs. We
take this to be evidence that the pre-ranking § sort captures the ordering of
true post-ranking gs. (The appendix gives more evidence on this important
issue.) Secand, the B sort is not a refined size sort. In any size decile, the
average values of In(ME; «:c similar across the #-sorted portfolios. Thus the
pre-ranking § sort achieves its goal., It produces strong variation in post-
ranking fBs that is unrelated to size. This is important in allowing our tests
to distinguish between § and size effects in average returns.

Il B and Size

The Sharpe-Lintner-Black (SLB) model plays an important role in the way
academics and practitioners think about risk and the relation between risk
and expected return. We show next that when common stock portfolios are
formed on size alone, there seems to be evidence for the meodel’s central
prediction: average return is positively related to 8. The 88 of size portfolios
are, however, almost perfectly correlated with size, so tests on size portfolios
are unable to disentangle § and size effects in average returns. Allowing for
variation in 8 that is unrelated to size breaks the logjam, but at the expense
of 8. Thus, when we subdivide size portfolios on the basis of pre-ranking s,
we find a strong relation between average return and size, but no relation
between average return and g.
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Table II shows post-ranking average returns for July 1963 to December
1990 for portfolios formed from one-dimensional sorts of stocks on eize or 3.
The portfolios are formed at the end of June each year and their equal-
weighted returns are caleulated for the next 12 months, We use returns for
July to June to match the returns In later tests that use the accounting data.
When we sort on just size or 5-year pre-ranking 8s, we form 12 portfolios.
The middle 8 cover deciles of size or 8. The 4 extreme portfolios (1A, 1B, 104,
and 10B) split the bottom and top deciles in half,

Tahle I1 shows that when portfolios are formed on size alone, we observe
the familiar strong negative relation between size and average return (Banz
{1981)), and = strong positive relation between average return and 8. Aver-
age returns fall from 1.64% per month for the smallest ME portfolio to 0.50%
for the largest. Post-ranking B8s also decline acrosa the 12 size portfolios, from
1.44 for portfolio 1A to 0.90 for portfolio 10B, Thus, a simple size sort seems
to support the SLB prediction of a positive relation between 8 and average
return, But the evidence is muddied by the tight relation between size and
the ps of size portfolios.

The portfolios formed on the basis of the ranked market fs of stocks in
Table 11 produce a wider range of 8s (from 0.81 for portfolio 1A to 1.73 for
10B) than the portfolios formed on size, Unlike the size portfolios, the
f-sorted portfolios do not support the SLB model. There is little spread in
average returns across the g portfolios, and there is no obvious relation
between § and average returns. For example, although the two extreme
portfolios, 1A and 10B, have much different fs, they have nearly identical
average returng (1.20% ~=d 1.18% per month). These results for 19631550
confirm Reinganum's (1951) evidence that for 8-sorted portfolios, there is no
relation between average return and 8 during the 1964-19783 period.

The 100 portfolios formed on size and then pre-ranking 8 in Table I clarify
the contradictory evidence on the relation between f and average return
produced by portfolios formed on size or 8 alone. Specifically, the two-pass
sort gives a clearer picture of the separate roles of gize and 8 in average
returns. Contrary to the central prediction of the SLB mode), the second-pass
B sort produces little variation in average returns. Although the post-ranking
fs in Table I increase strongly in each size decile, average returns are flat or
show a slight tendency to decline. In contrast, within the columns of the
average return and S matrices of Table I, average returns and 88 decreass
with increasing size.

The two-pass sort on size and # in Table I says that variation in g that is
tied to size is positively related to average return, but variation in g
unrelated to size i3 not compensated in the average returns of 1863-1990.
The proper inference seems to be that there is a relation between size and
average return, but controlling for size, there is no relation between § and
average return, The regressions that follow confirm this conclusion, and they
produce another that is stronger. The regressions show that when one allows




Table 1

Average Returns, Post-Hanking fs and Average Size For Porifolios Formed on
Size and then 8: Stocks Sorted on ME (Down) then Pre-Ranking 8 (Across):
July 1963 to December 1¢30

Portfolios are formed yearly. The breskpoinis for the size (ME, price times shares oulstanding) deciles are delermined in
June of year t {f = 1963-1990} using all NYSE stocks on CRSP. All NYSE, AMEX, and NASDAQ stocks that meet the
CRSP-COMPUSTAT data requirements are allocated to the 10 size portfolios using the NYSE breakpeints. Each size
decile is subdivided into 10 g portfolios using pre-ranking 8s of individual stocks, estimated with 2 to 5 years of monthly
returns {8s available) ending in June of year t. We use only NYSE stocks that meet the CRSP.COMPUSTAT data
requirements to establish the B breakpoints, The equal-weighted monthly returns on the resulting 100 portfolios are then
calculated for July of year ¢ to June of year £ + 1. '

The post-ranking fs use the full (July 1863  December 1930) sample of post-ranking returns for each portfolic. The
pre- and post-ranking 8s {here and in all other . &les) are the sum of the slopes from a regression of monthly returns en
the current and prior month's returns on the vaine-weighted portfolio of NYSE, AMEX, and (after 1972) NASDAQ stocks.
The average return is the time-series average of the monthly equal-weighted portfolie returns, in percent. The average size
of a portfolio is the time-series average of monthly averages of In(ME) for stocks in the portfolio at the end of June of each
year, with ME deoominated in millions of dollars.

The average number of stocks per month for the size-f portfolios in the smallest size decile varies from 70 to 177. The
average humber of stocks for the size-8 portiolios in size deciles 2 and 3 is between 15 and 41, and the average number for
the largest 7 size deciles is between 11 and 22,

The All column showa statistics for equal-weighted size-decile (ME)} portlolios. The All row shows statistics for
equal-weighted portfolios of the stocks in each 8 group.

Al Lows B2 B3 p4 B5 p6 BT B8 B9 Highg
Panel A: Average Monthly Returns (in Percent}

All 125 134 129 138 13 L33 128 124 121 125 1.4
SmellME 152 171 157 179 161 150 150 137 163 150 142
ME-2 1.29 125 142 136 139 165 161 137 131 134 11
ME3 1.24 112 131 117 170 129 110 131 136 126 076
ME-4 1.25 127 113 154 106 134 106 141 117 135 038
ME-5 1.29 134 142 139 148 142 138 113 127 LI 108
ME6 1.17 108 153 127 115 120 121 118 164 107 102
ME-7 1.07 295 121 126 109 118 111 124 062 132 076
ME-S 1.10 109 105 137 120 127 088 118 102 101 094
ME-9 0.95 098 088 02 114 107 123 095 082 08 059

Large-ME 0.89 1.01 0.93 1.10 0.94 0.93 0.89 1.03 .71 9.74 0.56
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Table }I—Continue

Al Lows B2 A3 B4 A5 6 AT A8 A9  Highs
Panel B: Post-Ranking gs
Al 087 08¢ 109 116 126 129 135 145 152 1752
SmallME ~ 1.44 105 108 128 132 140 140 149 161 161 179
ME2 1.39 0.91 1.15 17 1.24 1.36 1.41 1.43 1.50 1.66 1.76
ME3 135 087 113 G 3 121 126 128 139 150 151 175
ME-4 134 078 103 3.7 116 128 137 146 151 164 L7l
MES 125 066 085 1312 115 116 126 130 143 158 168
ME-§ 123 061 078 105 116 122 128 136 146 149 170
ME7 117 ° 057 0982 101 1ar 114 126  12¢ 139 134 160
MES 109 053 074 084 102 113 112 118 126 135 152
ME$9 103 058 074 080 095 106 115 Ll4 121 122 142
LargeME 082 057 071 078 089 095 092 102 101 111 132
Panel C: Average Size (In(ME))
AN 411 386 426 433 441 427 432 42 419 403 3T
SmallME 224 212 227 230 230 228 229 230 232 225 215
ME-2 363 365 368 370 372 368 370 369 369 370 368
ME3 410 414 418 412 415 436 416 418 4I4 415 415
ME-4 450 453 453 457 450 456 455 452 458 452 456
MES 489 491 481 493 485 493 492 493 492 492 495
ME6 530 530 533 533 538 533 533 533 533 53 535
ME-7 579 573 575 577 516 573 571 537 576 572 576
ME$ 624 626 627 626 628 624 621 624 624 624 626
ME-9 682 682 684 682 682 681 681 68L 681 680 653

B.10

8.02

g.02

1.80
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Table Ti

Properties of Portfolios Formed on Size or Pre-Ranking 8:

July 1963 to December 1934

At the end of June of each year ¢, 12 portfolios are formed on the basis of ranked vaiues of size (ME) or pre-ranking 2. The
preranking Ss use 2 to 5 years {as available) of monthly returns ending in June of 1. Portfolios 2-8 cover deciles of the
ranking varinbles. The bottom 8nd top 2 portfolios (1A, 1B, 10A, and 10B) split the bottom ard top deciles in balll The
breakpoints for the ME portlolios are based on ranked values of ME for al] NYSE stocks on CRSP. NYSE breakpoints for
pre-ranking fs are also used to form the § portfolios. NYSE, AMEX, and NASDAQ stocks are then ailecated to the size or
A portfolios using the NYSE breakpoints. We calculate ench portfolio’s montbly equal-weighted return for July of year ¢ to
June of year ¢ + 1, and then reform the portfoli~s in June of { + 1.

BE is the book value of common equity plu  Salance-sheet deferred taxes, A is total book assets, and E is earnings
({income before extraordinary items, plus incorr  w.atement deferred taxes, minus preferred dividends). BE, A, and E are
for each firm's latest fiscal year ending in calendar year 1 — 1. The accounting ratios are measured using market equity
ME in Detember of yeor ! — 1. Firm size Ir{ME) is measured in June of year t, with ME denominated in millions of
dollars.

The average return is the time-series average of the monthly equal-weighted portfolio returns, in percent. In(ME),
In(BE/ME), In(A/ME}, In(A/BE), E/P, and E/P dummy are the time-series averages of the monthly average values of
these variables in each portfolio. Since the E/P dummy i3 0 when earnings are positive, and 1 when earnings are negative,
E/P dummy gives the average proportion of stocks with pegalive earnings in each portfolio.

B is the time-series average of the monthly portfolio Bs. Stocks are assigned the post-ranking 8 of the size-§ pertfolio
they are in 2% the end of June of year ! {Table I). These individual-firm fs are averaged to compute the monthly 83 for
each portfolic for July of year f 1o June of year £ + 1.

Firms is the average number of stocks in the portfolio each month.
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IA 1B 2 3 4 5 6 7 8
Panel A: Portfolios Formed on Size
Retum 1.64 1.16 1.29 1.24 1.25 129 1.17 1.07 1.10 0.95 0.88 0.80
g 1.44 1.44 1.39 1.34 1.3 1.24 1.22 1.16 1.08 102 0.95 0.50
In(}E) 1.98 3.18 3.63 4.10 4.50 4.89 5.30 573 6.24 6.82 7.39 B.44
In(BE/ME) -001 -021 -023 -026 -032 -036 -0.36 -044 -0.40 -042 -051 -065
In{A/ME) 073 0.50 0.46 0.41 0.37 0.32 0.32 0.24 0.29 0.27 017 -0.03
In{A/BE) 0.75 0.71 0.69 0.69 0.68 0.67 0.68 0.67 0.69 Q.70 0.68 8.62
E/P dummy 0.26 0.14 0.11 0.09 0.06 0.04 0.04 0.63 .03 0.02 0.02 0.01
E{+)/P (.09 0.16 0.10 0.1¢ 0.10 .10 0.10 0.10 0.10 0.10 0.09 0.09

Firma 712 189 238 176 144 140 128 125 119 114 60 G4
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Table 11— Coniinued

i
s

1A iB 2 3 4 a 6 7 8 9 10A 10B
Panel B: Portfolios Formed on Pre-Ranking 8
Return 1.20 1.20 1.32 1.26 1.31 1.30 1.30 1.23 1.23 1.33 1.34 1.38
B 0.81 0.79 0.92 1.04 1.13 1.19 1.26 1.32 1.41 152 1.63 1.73
In{ME) 4.21 4.86 4.75 4.68 4.69 4.48 4.36 4.25 3.97 3.78 a.52 3.15
In{(BE/ME) -0.18 -013 -022 -021 -023 -022 -022 -025 -023 -027 -6.31 -050
In(A/ME) 0.60 0.66 0.49 0.45 0.42 0.42 045 0.42 0.47 0.46 0.46 0.31
In[A/BE) 0.78 Q.79 0.7 0.66 0.64 0.65 0.67 0.67 0.70 0.73 0.77 0.81
E/P dummy 0.12 0.056 0.09 0 0.08 0.09 0.10 012 0.12 0,14 017 0.23
E{+)/P 0.11 0.12 0.10 0.10 0.10 0.1¢ 0.10 0.09 0.10 0.09 0.03 0.08
Firms 116 BO 185 1B1 179 182 185 205 227 267 165 291
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for variation in £ that is unrelated to size, the relation between § and
average return is flat, even when # is the only explanatory variable.

B. Fuma-MacBeth Regressions

Table III shows time-series averages of the slopes from the month-by-month
Fama-MacBeth (FM) regressions of the cross-zection of stock returns on size,
8, and the other variables (leverage, E/P, and book-to-market equity) used to
explain average returns, The average slopes provide standard FM tests for
determining which explanatory varinbles on average have non-zero expected
premiums during the July 1963 to December 1980 period.

Like the average returns in Tables I and II, the regressions in Table IIl say
that size, In(ME), helps explain the cross-section of average stock returns,
The average slope from the monthly regressions of returns on size alone is
—-0,16%, with a t-statistic of — 2,58, This reliable negative relation persists
no matter which other explanatory variables are in the regressions; the
average slopes on In(ME) are always close to or more than 2 standard errors
from 0. The size effect (smaller stocks have higher average returns) is thus
robust in the 1963-1990 returns on NYSE, AMEX, and NASDAQ stocks.

In contrast to the consistent explanatory power of size, the FM regressions
show that market 8 does not help explain average stock returns for
1963-1990. In a shot straight at the heart of the SLB model, the average
slope from the regressions of returns on S alone in Table III is 0.16% per
month and only 0.46 standard errors from 0. In the regressions of returns on
size and f, size has explanatory power (an average slope —3.41 standard
errors from 0), but the average slope for § is negative and only 1.21 standard
errors from 0. Lakonishok und Shapiro (1986) get similar results for NYSE
stocks for 1962-1981, W wui olso report that 8 shuws no power to explain
average returns (the average slopes are typically less than 1 standerd error
from 0) in FM regressions that use various combinations of § with size,
book-to-market equity, leverage, and E/P.

C. Can B Be Saved?

What explains the poor results for 87 One possibility is that other explana-
tory variables are correlated with true (s, and this obscures the relation
between average returns and measured 8. But this line of attack cannot
explain why B has no power when used alone to explain average returns.
Moreover, leverage, book-to-market equity, and E/P do not seem to be good
proxies for 8. The averages of the monthly cross.sectional correlations be-
tween ( and the values of these variables for individual stocks are all within
0,15 of 0.

Another hypothesis is that, as predicted by the SLB model, there is a
positive relation between 8 and average return, but the relation is obscured
by noise in the 8 estimates. However, our full-period post-ranking fs do not
seem to be imprecise, Most of the standard errors of the Sa (not shown) are
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Table il

Average Slopes (f-Statistics) from Month-by-Month Regressions of
Stock Returns on fi, Size, Book-to-Market Equity, Leverage, and E/P:

July 1863 to December 1880

Stocks nre nssigned the post-ranking g of the slze-8 portfolio they are in st the end of June of
year ¢ (Tuble 1). BE s the book value of common equity plua balance-sheet deferred taxes, A s
totnl book assets, and F is earnings {income before extraordinary itoms, plus income-statement
deferred taxes, minus preferred dividends). BE, A, and E are for each firm’s latest {iscal year
snding in calendar year ¢ = 1. The accounting ratios are measured using market equity ME in
December of year ¢ = 1, Firm size 1n{ME) {a messured in June of year ¢. In the regresaions, thess
values of the explanatory variahles for individua} stocks are metched with CRSP returns for the
months from July of year ¢ to Junc of v=ar ¢ + 1, The gap betweon the eccounting data and the
returns ensures that the accounting dota are available prior to the returns, If earnings are
pasitive, E{+)/P is tac ratio of tots) earnings to market equity and E/F dummy la 0. il earnings
are negative, E(+)}/P Is 0 and E/P dummy s 1,

Tho average slope is the time-serics nverage of the monthiy regression slopes for July 1963 to
December 1990, and the fstatlstic §s the average slope divided by ite time-serien standard error,

On average, there ore 2267 slocks in the monthly regrossions. To avold giving extreme
ohyurvations heavy weight in the regrossions, the smallest and largest 0.6% of the obsarvations
on E{ +)/P, BE/ME, A/ME, and A/BE are set equul Lo the next largest or emallest values of the
ratios (the 0,005 and 0,885 fractiles). This has no effect on inferences.

E/P
a In({ME) In{(BE/ME) In(A/ME) ln(A/BE_.‘.) Dummy . E{+)/P

. 015
{0.46)

-0.60
(~4.56)

0.08 2.08
(0.28) (3.04)

-0, 14 0.87
{-0.80) (1.23)

~0.46 -0.08 1,16
{~4.45) (~0.58) {1.57)
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0.05 or less, only 1 is greater than 0.1, and the standard errors are small
relative to the range of the 8z (0.53 to 1.79).

The f-sorted portfolios in Tables I and II also provide strong evidence
ogainst the g-measurement.-error story. When portfolios are formed on pre-
ranking s alone (Table II), the post-ranking fs for the portfolios almost
perfectly reproduce the ordering of the pre-ranking Bs. Only the 8 for
portfolio 1B is out of line, and only by 0.02. Similarly, when portfolios are
formed on size and then pre-ranking 8s (Table I}, the post-ranking s in each
size decile closely reproduce the ordering of the pre-ranking f8s.

The correspondence between the ordering of the pre-ranking and post-
ranking £s for the @-sorted portfolios in Tablesa I and II is evidence that the
post-ranking fs are informative about the ordering of the true fs, The
problem for the SLB model is that there is no similar ordering in the average
returns on the f-sorted portfolios, Whether one looks at portfolios sarted on 8
alone (Table 1I) or on size and then 8 (Table I), average returns are flat
(Table II) or decline slightly (Table I) as the post-ranking fa increase.

QOur evidence on the robustness of the size effect and the absence of a
relation between # and average return is so cuntrary to the SLB model that it
behooves 115 to examine whether the results are special to 1863-1990. Tha
appendix shows that NYSE returns for 1841-1980 behave like the NYSE,
AMEX, and NASDAQ returns for 1963-1990; there is a reliable size effect
over the full 50-year period, but little relation between 8 and average return.
Interestingly, there is a reliable simple relation between 8 and average
return during the 1941-1965 period. These 25 years are a major part of the
samples in the early studies of the SLB model of Black, Jensen, and Scholes
(1972) and Fama and MacBeth (1973). Even for the 1941-1965 period,
hawever, the relation betwern § and average return disappears when we
control for size.

III. Book-to-Market Equity, E/P, and Leverage

Tables I to III say that there is a strong relation between the average
returns on stocks and size, but there is no reliable relation between average
returns and . In this section we show that there is slso a strong cross.
sectional relation between average returns and book-to-market equity. If
anything, this book-to-market effect is mare powerful than the size effect. We
also find that the combination of size and book-to-market equity absorbs the
apparent roles of leverage and E/P in average stock returns.

A. Averoge Returns

Table IV shows average returns for July 1963 to December 1980 for
portfolios formed on ranked values of book-to-market equity (BE/ME) or
earnings-price ratio (E/P). The BE/ME and E/P portfolios in Table IV are
formed in the same general way (one-dimensaional yearly sorts) as the aize
and A portfolios in Table II. (See the tables for details.)
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The relation between average return and E/P has a familiar U-shape (e.g.,
Jaffe, Keim, and Westerfield (1989) for U.S. data, and Chan, Hamao, and
Lakonishok (1991) for Japan). Average returns decline from 1.46% per
month for the negative E/P portfolio to 0,93% for the firms in portfolic 1B
that have low but positive E/P. Average returns then increase monotoni-
cally, renching 1.72% per month for the highest E/P portfolio.

The more striking evidence in Table IV is the strong positive relation
between average return and book-to-market equity. Average returns rise
irom 0.30% for the lowest BE/ME portfolioc to 1.83% for the highest, a
differenco of 1.53% per month, This spread is twice as large a8 the difference
of 0.74% between the average monthly returns on the smallest and largest
size portfolios in Table II, Note also that the strong relation between book-to-
market equity and average return is unlikely to be a A effect in disguise;
Table IV shows that post-ranking market §s vary little across portfolios
formed on ranked values of BE/ME, _

On average, only about 50 (out of 2317) firms per year have negative book
equity, BE. The negative BE firme are mostly concentrated in the last 14
years of the sample, 1976-1939, and we do not include them in the tests. We
can report, however, that average returns for negative BE firms are high,
like the average returns of high BE/ME firms, Negative BE (which results
from persistently negative earnings) and high BE/ME (which typically means
that stock prices have fallen) are both signals of poor earning prospects. The
similar average returns of negative and high BE/ME firms are thus consist-
ent with the hypothesis that book.to-market equity captures cross-sectional
variation in average returns that is related to relative distress.

B. Fama-MacBeth Regresainua
B.1. BE/ME

The FM regressions in Table III confirm the importance of book-to-market
equity in explaining the cross-section of average stock returns. The average
slope from the monthly regressions of returns on In(BE/ME) alone is 0.60%,
with a t-statistic of 5.71, This book-to-market relation is stronger than the
size effect, which produces a t-statistic of —2.58 in the regressions of returns
on In(ME) alone. But book-to-market equity does not replace size in explain.
ing average returns. When both 1n{ME) and In{(BE/ME) are included in the
regressions, the average size slope is etill — 1,99 standard errors from 0; the
book-to-market slope is an impressive 4.44 standard errors from 0,

B.2. Leverage

The FM regressions that explain returns with leverage variables provide
interesting insight into the relation between book-to-market equity and
average return. We use two leverage variables, the ratio of book assets to
market equity, A/ME, and the ratio of book asseta to book equity, A/BE. We
interpret A/ME a5 a measure of market leverage, while A/BE is a measure




Tabl= IV

Properties of Portfolios Formed on Book-to-Market Equity (BE/ME) and Earnings-Price Ratio (E/P):
July 1963 to December 1980
At the end of each year 1 — 1, 12 portfolios are formed on the basis of ranked values of BE/ME or E/P. Portfolios 2-9 cover deciles of the ranking
varianbles. The bottom and top 2 portifolios (1A, 1B, 10A, and 10B) split the bottom and top deciles in half. For E/P, there are 13 portfolies; port{olic 0
is stocks with negative E/P. Since BE/ME and E/P are not strongly related Lo exchange listing, their ponfolio breakpoints are determined on the
basis of the ranked values of the variables for all stocks that satisly the CRSP-COMPUSTAT data requirements. BE is the book value of common
equity plus balance-sheet deferred taxes, A is total book assets, and E is earnings (income before extraondinary items, plus income-statement
deferred taxes, minus preferred dividends). BE, A, and E are for each firm's latest fiscal year ending in calendar year ¢ - 1. The accounting ratios
are measured using market equity ME in December of year - — 1. Firm size In{ME) is measured in June of year ¢, with ME denominated in millions

of dollars. We calculate each portiolio’s monthly equal-wei} .ed return for July of year ¢ to June of year ¢ + 1, and then reform the portfalios at the
" end of year 1.

Return is the time-series average of the monthly equal-weighted portfolio returns {in percent). In{ME), In(BE_ME), In{A/ME). In(A/BE), E(+)/P,
and E/P dummy are the time-series averages of the monthly average values of these variables in each portfolio. Since the E/P dummy is 0 when
earnings are positive, and 1 when earnings are negative, E/P dummy gives the average proportion of stocks with negative earnings in each
portlolio.

8 is the time-series average of the monthly portfolio 8s. Stocks are nssipned the post-ranking 8 of the size-8 portlolio they are in at the end of June
of yesr £ (Table I). These individusl-firm fs are averaged to compule the monthly 8s for cach portfolio for July of year  to June of year ¢ + 1.

Firms is the average number of stocks in the portfulio each month.

Portfolic 0 1A 1B 2 . 3 4 5 6 7 8 9 10A 108

Panel A: Stocks Sorted on Book-to-Market Equity (BE/ME)

Returmn 0.30 0.67 0.87 0.97 1.04 117 1.30 1.44 1.50 152 1.92 1.83

8 1.36 1.34 1.32 1.30 1.28 1.27 1.27 in 1.27 1.29 1.33 1.35

In{ME) 4.53 4.67 4.69 4.56 4.47 4.38 4.23 4.06 3.85 J.51 3.06 2.65

In(BE/BE) —-2.22 ~1.51 -1L09 -0.75 —0.51 —~ .32 -0.14 0.03 0.21 042 0.66 1.02

In(A /ME) -1.24 -0.79 -0.40 -0.05 0.20 0.40 8.56 0.71 0.91 1.12 1.35 1.75

IntA/BE) 0.94 0.71 0.68 0.70 0.1 0.7 0.70 0.68 0.70 Q.70 0.70 0.73

E/P dummy 0.29 0.15 0.10 0.08 0.08 0.08 0.09 0.69 6.11 0.15 6.22 0.36

E(+)/P 0.03 0.04 0.06 0.08 0.09 0.10 0.11 0.1% 0.1z 0.12 c.11 0.10

Firms 8o 58 209 222 226 230 235 n 239 239 12¢ 117
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Table IV —Confinued
Portfolio 0 1A 1B 2 3 4 5 6 7 B 9 i0A 108
Panel B: Stocks Sorted on Earnings-Price Ratio (E/P)

Return 1.46 1.4 .53 0.94 1.03 1.18 1.22 1.33 142 146  1.57 1.74 172

8 1.47 1.40 1.35 1.31 1.28 1.26 1.25 1.26 124 123 1.24 1.28 1.31
In(ME}) 2.48 3.64 4.33 461 4.64 4.63 4.58 4.49 437 428 4.07 J.82 352
1a(BE/ME} -0.10 -0.76 -091 -0.79 ~0.61 -0.47 ~0.23 -0.21 -0.08 002 01315 0.26 0.40
In(a /ME) 0.90 -0.05 -0.27 -0.16 0.03 0.18 0.31 0.44 058 070 085 1.01 1.25
In{A/BE} 0.59 0.70 0.63 0.62 0.64 0.65 0.64 0.65. 066 068 071 0.75 0.86
E/F dummy 100 0.00 0.00 0.00 0.00 0.00 0.00 0.00 000 000 000 0.00 0.00
E(+)/P 0.00 0.01 0.03 0.05 0.06 0.08 0.09 0.11 0.12 014 0.16 0.20 0.28
Firms 355 a8 90 182 120 193 196 194 187 195 185 a5 o1
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of book leverage, The regressions use the natural logs of the leverage ratios,
In{A/ME) and In(A/BE), because preliminary tests indicated that logs are a
good functional form for capturing leverage effects in average returns. Using
logs also leads to a simple interpretation of the relation between the roles of
leverage and book-to-market equity in average returns,

The FM regressions of returns on the leverage variables (Table III) pose a
bit of & puzzle, The two leverage variables are related to average returns, but
with opposite signs. As in Bhandari (1988), higher market leverage is
associaled with higher average returns; the average slopes for In(A/ME) are
always positive and more than 4 standard errors from 0. But higher book
leverage is associated with lower average returns; the average slopes for
In(A/BE) are always negative and more than 4 standard errors from 0.

The puzzle of the opposite slopes on In{A/ME) and In(A/BE) has a simple
solution. The average slopes for the two leverage variables are opposite in
sign but close in absoclute value, e.g., 0.60 and —0.57. Thus it is the
difference between market and book leverage that helps explain average
returne, But the difference between market and book leverage is book-to-
market equity, In(BE/ME) = In(A/ME) ~ In(A/BE), Table III shows that the
avernge book-to-market slopes in the FM regressions are indeed close in
absclute value to the slopes for the two leverage variables.

The close links between the leverage and book-to-market results suggest
that there are two equivalent ways to interpret the book-to-market effect in
average returns. A high ratio of book equity to market equity (a low stock
price relative to book value) says that the market judges the prospects of a
firm to be poor relative to firms with low BE/ME, Thus BE/ME may capture
the relative-distress effect postulated by Chan and Chen (1991). A high
book-to-market ratio also says that a firm's market leverage is high relative
to its book leverage; ** “rm has & large amount of market-imposed leverage
because the market judges that its prospects are poor and discounts its stack
price relative to book value, In short, our tests suggest that the relative-
distress effect, captured by BE/ME, can also be interpreted as an inveluntary
leverage effect, which is captured by the difference between A/ME and
A/BE.

B.3. E/P

Ball (1978} posits that the earnings-price ratio is a catch-all for omitted
risk factors in expected returns, If current earnings proxy for expected future
earnings, high-risk stocks with high expected returns will have low prices
relative to their earnings. Thus, E/P should be related to expected returns,
whatever the omitted sources of risk. This argument only makes sense,
however, for firms with positive earnings. When current earnings are nega-
tive, they are not a proxy for the earnings forecasts embedded in the stock
price, and E/P is not a proxy for expected returns. Thus, the glope for E/P in
the FM regressions is based on positive values; we use a dummy variable for
E/P when earnings are negative,
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The U-shaped relation between average return and E/P observed in Table
IV is also apparent when the E/P variables are used alone in the FM
regressions in Table 111, The average slope on the E/P dummy variable
(0.67% per month, 2.28 standard errors from 0) confirms that firms with
negative earnings have higher average returns, The average slope for stocks
with positive E/P (4.72% per month, 4.57 standard errors from 0) shows that
average returns increase with E/P when it is positive,

Adding size to the regressions kills the explanatory power of the E/P
dummy. Thus the high average returns of negative E/P stocks are better
cuprured by their size, which Table IV says s on average small, Adding both
size and hook-to-market equity to the E/P regressions kills the E/P dummy
and lowers the average slope on E/P from 4.72 to 0.87 (¢ = 1.23). In contrast,
the average slopes for In(ME) and In(BE/ME} in the regressions that include
E/P are similar to those in the regressions that explain average returns with
only size and book-to-market equity. The results suggest that most of the
relation between (positive) E/P and average return is due to the positive
correlation between E/P and In(BE/ME), illustrated in Table IV; firms with
high E/P tend to have high book-to-market equity ratios,

IV, A Parsimonious Model for Average Returns

The results to here are easily summarized:

(1) When we allow for variation in 8 that is unrelated to size, there is no
reliable relation between g8 and average return,

(2) The opposite roles of market leverage and book leverage in aversge
returns are captured well by book-to-market equity.

{3} The relation between E/P and average return seems to be absorbed by
the combination of siz¢ = hook-to-market equity.

In a nutshell, market 8 seems to have no role in explaining the average
returns on NYSE, AMEX, and NASDAQ stocks for 1963-1990, while size
and book-to-market equity capture the cross-sectional variation in average
stock returns that is related to leverage and E/P.

A. Average Returns, Size and Book-to-Market Equity

The average return matrix in Table V gives a simple picture of the
two-dimensional variation in average returns that results when the 10 size
deciles are each subdivided into 10 portfolios based on ranked values of
BE/ME for individual stocks. Within a size decile (across a row of the
average return matrix), returns typicslly increase strongly with BE/ME: on
average, the returns on the lowest and highest BE/ME portfolios in a size
decile differ by 0.99% (1.63% — 0.64%) per month. Similarly, looking down
the columns of the average return matrix shows that there is a neg-
ative relation between average return and size: on average, the spread of
returns across the size portfolios in a BE/ME group is 0.58% per month. The
average return matrix gives life to the conclusion from the regressions that,
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Table V

Average Monihly Returns on Porifolios Formed on Size and
Book-to-Market Equity; Stocks Sorted by ME (Down) and then

BE/ME (Across): July 1863 to December 1880

In June of each year ¢, the NYSE, AMEX, and NASDAQ stocks thet meet the CRSP-
COMPUSTAT data requirenients are aliocated to 10 size portfolios using the NYSE gize (ME)
breakpointa, The NYSE, AMEX, snd NASDAQ stocks in each size decile are then sorted
into 10 BE/ME portfolios using the book.to-market ratios for yoar ¢ - {. BE/ME la the book
value of common equity plus balance-shest deforred taxes for fiscal year ¢ - 1, over market
cquity for December of yeésr ¢ - 1. The equal-waighted monthly portfolio returns are then
calcuinted for July of year ¢ to June of year ¢ + 1.

Average monthly return s the timo-series average of the monthly equal-weighted portfolio
returns {in percent},

The ANl column shows average ceturns for equal-welghted size declle portfolios. Tha All row
shows average returns for equal-welghted portfolies of the stocke in each BE/ME group.

Book-to-Market Pertfolios
Al Law 2 3 4 6 8 7 8 9 High

Al 123 0.64 088 108 1.17 194 128 1,30 140 150 1.63

Smoll-ME 147 070 114 1.20 147 158 161 170 171 182 192
ME-2 1.22 043 1068 096 1,19 133 119 158 128 143 L78
ME-y 1.22 056 088 1.23 095 138 130 130 140 154 L60
ME-4 1.19 0.3% 492 106 1.36 113 121 134 1.59 151 147
ME-5 1.24 088 0.65 1.08 147 13 143 144 126 152 149
ME-6 1.15 070 098 114 1,23 094 127 119 1,13 124 1.50
ME-7 1.07 085 1.00 059 083 059 113 098 116 110 147
ME-8 1.08 0686 113 o091 0925 099 .01 116 106 120 165
ME-§ 0.95 0.44 089 0582 100 105 083 082 151 104 122

Large-ME  0.89 093 088 084 071 079 082 0B1 086 097 118

controlling for size, book-to-market equity captures strong variation in aver-
apge returns, and controlling for book-to-market equity leaves a size effect in
averape returng,

B. The Interaction between Size and Book-to-Market Equity

The average of the monthly correlations between the cross-sections of
In(ME) and In(BE/ME) for individual stocks is — 0,26, The negative correla-
tion ig also apparent in the average values of In(ME) and In{BE/ME) for the
portfolios sorted on ME or BE/ME In Tables II and IV. Thus, firms with low
market equity are more likely to have poor prospects, resulting in low stock
prices and high bock-to-market equity. Conversely, large stocks are more
likely to be firms with stronger prospects, higher stock prices, lower book-to-
market equity, and lower average stock returns,

The correlation between size and book-to-market equity affects tha regres-
sions in Table IIl. Including In(BE/ME) moves the average slope on In{ME)
from ~0.16 (¢ = ~2.68) in the univariate regressions to =0,11 (¢ = -~ 1,88)
in the bivariate regressions. Similarly, including In(ME) in the regressions
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lowera the average slope on In(BE/ME) from 0.50 to 0,35 (still a healthy 4.44
standard errors from 0). Thus, part of the size effect in the simple regressions
iz due to the fact that small ME stocks are more likely to have high
book-to-market ratios, and part of the simple book-to-market effect is due to
the fact that high BE/ME stocks tend to be small (they have low ME).

We should not, however, exaggerate the links between size and book-to-
market equity, The correlation (~0.26) between In(ME) and In(BE/ME) is
not extreme, and the average slopes in the bivariate regressions in Table III
show that In{(ME) and In(BE/ME) are both needed to explain the cross-section
of average returns. Finally, the 10 x 10 average return matrix in Table V
provides cuncrete evidence that, (a) controlling for size, book-to-market equity
captures substantial variation in the cross-section of average returns, and (b)
within BE/ME groups average returns are related to size.

C. Subperiod Averages of the FM Slopes

The message from the average M slopes for 1963-1890 (Table III) is that
Bize on average has a negative premium in the cross.section of stock returns,
book-to-market equity has a posifive premium, and the average premium for
market i is essentially 0. Table VI shows the average FM slopes for two
roughly equal subperieds (July 1963~December 1978 and January 1977-
December 1990) from two regressions: (a) the cross-section of stock returns on
size, In(ME), and book-to-market equity, In(BE/ME), and (b} returns on 8,
In(ME), and In(BE/ME). For perspective, average returns on the value-
weighted and equal-weighted (VW and EW) portfolios of NYSE stocks are
alsg shown.

In FM regressions, the intercept is the return on a standard portfolio (the
weights on stocks sum to ** “» which the weighted averages of the explana-
tory variables are 0 (Fama (1976), chapter 9). In cur tests, the intercept is
weighted toward small stocks (ME is in millions of dollars so In(ME) = 0
implies ME = $1 million) and toward stocks with relatively high book.to-
market ratios (Table IV says that In(BE/ME) is negative for the typical firm,
so In(BE/ME) = 0 is toward the high end of the sample ratios). Thus it is not
rurprising that the average intercepts are always large relative to their
standard errors and relative to the returns on the NYSE VW and EW
portfolios.

Like the overall period, the subperiods do not offer much hope that the
average premium for 8 is economically important. The average FM slope for
# is only slightly positive for 1963-1976 (0.10% per month, ¢ = 0,25), and it
is negative for 1977-1990 (- 0.44% per month, { = ~1.17). Thers is & hint
that the size effect is weaker in the 1977-1990 period, but inferences about
the average size slopes for the subperiods lack power,

Unlike the size effect, the relation between book-to-market equity and
average return is so strong that it shows up reliably in both the 1963-1976
and the 1977-1880 subperiods. The average slopes for In(BE/ME) are all
more than 2.85 standard errors from 0, and the average slopes for the
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Table VI

Subperiod Average Monthly Returns on the NYSE
Equal-Weighted and Value-Weighted Portfolios and SBubperiod
Means of the Intercepts and Slopes from the Monthly FM
Cross-Sectional Regressions of Returns on (a) Size (In(ME)) and
Book-to-Market Equity In(BE/ME)), and (b) 8, In(ME), end
In(BE/ME)

Mean is the time-serfes mean of o monthly return, Std Is ite time-series standard deviation, and
f(Mn) ia Mean divided by ita time-series standard error.

7/83—72/90 (330 Moa.} 7/63-12/78 {162 Mos,) 1/77-12/80 (168 Mos.)
Varinble Mean  Sud tiMn) Mesn Std t{Mn) Mean Std {{Mn)

NYSE Value.Weighted (VW) and Equal-Weighted (EW) Portfolis Returns

vwW 0.81 447 827 056 4.26  1.67 104 4.68  2.89

EW 0.87 5.49 3,18 071 B0 172 116 5.28 2,82
] .R" an+ bmlﬁ(ME“} + hmln(BEIME”) + €

a 177 8.1 3.77 1.86  10.10 2.33 1.69 6.87 3.27
by -0.11 102 -198 -0.16 12§ -182 =007 073 -118
by 095 1.46 4.43 0.368 1,53 2.96 0.35 1,37 3.30
Ru=a by, by In(ME) + by InBE/ME,) + ¢4

a 2.07 5.5 6.55 173 8.22 3,54 240 6.26 5,92
by -0.17 612 -0.62 0.10  5.33 0.25 -044 4981 -1.17
b, -0.12 089 -252 -015 1.03 -~181 =008 074 -—1l64
by 0.33 124 4.80 0.34 1,38 3.17 031 110 3.67
subperiods (0.36 and 0.£' . -+ close to the average siupe (0.35) for the overail

period. The subperiod results thus support the conclusion that, among the
variables considered here, book-to-market equity is congistently the most
powerful for explaining the cross-section of average stock returns.

Finally, Roll (1983) end Keim (1983) show that the sizs effect is stronger in
January. We have examined the monthly slopes from the FM regressions in
Table VI for evidence of a January seasonal in the relation betwean bock-to-
market equity and average return, The average January slopes for In(BE/ME)
are about twice those for February to December. Unlike the size effect,
however, the strong relation Letween book-to-market equity and average
return i3 not special to January. The average monthly February-to-December
slopes for In(BE/ME) are about 4 standard errors from 0, and they are close
to (within 0.05 of) the average slopes for the whole year. Thus, there is a
January seasonal in the book-to-market equity effect, but the positive rela.
tion between BE/ME and average return is strong throughout the year.

D. B and the Market Factor; Caveats

Some caveats about the negative evidence on the role of # in average
returns are in order. The average premiums for @, size, and book-to-market
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equity depend on the definitions of the variables used in the regressions, For
example, suppose we replace book-to-market equity (In(BE/ME)) with beok
equity (In(BE)). As long as size (In{ME)) is also in the regression, this change
will not affect the intercept, the fitted values or the R?. But the change, in
variables increnses the average slope (and the t-statistic) on In(ME). In other
words, it increases the risk premium associated with size, Other redefinitions
of the f, size, and book-lo-market variables will produce different regression
slopes and perhaps different inferences about average premiums, including
possible resuscitation of a role for §. And, of course, at the moment, we have
no theoretical basis for choosing among different versions of the variables.

Morcover, the tests here are restricted to stocks. It is possible that includ-
ing other assets will change the inferences about the average premiums for g,
size, and book-to-market equity. For example, the large average intercepts
for the FM regressions in Table VI suggest that the regressions will not doa
good job on Treasury bills, which have low average returns and are likely to
have small loadings on the underlying market, size, and book-to-market
factors in returns. Extending the tests to bills and other bonds may well
change our inferences about average risk premiums, including the revival of
a role for market 3,

We emphasize, however, that different approaches to the tests are not
likely to revive the Sharpe-Lintner-Black model. Resuscitation of the SLB
model requires that a better proxy for the market portfolio (a) overturns our
evidence that the simple relation between § and average stock returns is flat
and (b) leaves $ as the only variable relevant for explaining average returns.
Such results seem unlikely, given Stambaugh's (1982) evidence that tests of
the SLB madel do not seem to be sensitive to the choice of a market proxy.
Thus, if there is a role for 8 in average returns, it is likely to be found in a
multi-factor model that transforms the flat simple relation between average
return and § into a posiuvely sloped conditional relation.

V. Conclusions and Implications

The Sharpe-Lintner-Black mode] has long shaped the way academics and
practitioners think about average return and risk. Black, Jensen, and
Scholes (1972) and Fama and MacBeth (1973) find that, as predicted by the
model, there is a positive simple relation between average return and market
8 during the early years (1926-1968) of the CRSP NYSE returns file. Like
Reinganum (1981) and Lakonishok and Shapire (1986), we find that this
simple relation between 8 and average return disappears during the more
recent 1963-1990 period, The appendix that follows shows that the relation
between £ and average return is also weak in the last half century
(1941-1990) of returns on NYSE stocks. In short, our tests do not support the
central prediction of the SLB model, that average stock returns are positively
related to market S. ‘

Banz (1981) documents a strong negative relation between average return
and firm size. Bhandari (1988) finds that average return is positively related
to leverage, and Basu (1983) finds a positive relation between average return
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and E/P, Stattman (1980) and Rosenberg, Reid, and Lanstein (1985) docu-
ment a positive relation between average return and book-to-market equity
for U.S. stocks, and Chan, Hamao, and Lakonishok (1992) find that BE/ME
is also a powerful variable for explaining average returns on Japanese
stocks.

Variables like size, /P, leverage, and book-to-market equity are all scaled
versions of a firm’s stock price. They can be regarded as different ways of
extracting information from stock prices about the crose-section of expected
stock returns (Ball {1878), Keim {1988)). Since all these variables are scaled
versions of price, it is reasonable to expect that some of them are redundant
for explaining average returns, Our main result is that for the 1863-1990
period, size and book-to-market equity capture the cross-sectional variation in
average stock returns associated with size, E/P, book-to-market equity, and
leverage.

A, Rational Asset-Pricing Stories

Are our results consistent with asset-pricing theory? Since the FM inter-
cept is constrained to be the same for all stocks, FM regreseions always
impose a linear factor structure onh returns and expected returns that is
consistent with the multifactor asset-pricing models of Merton (1973) and
Ross (1976). Thus our tests impose & rational asset-pricing framework on the
relation between average return and size and book-to-market equity.

Even if our results are consistent with asset-pricing theory, they are not
economically satisfying, What is the economic explanation for the roles of
size and book-to-market equity in average returns? We suggest several paths
of inguiry,

(a) The intercepts and «~lgpes in the monthly FM regressions of returns en
In(ME) and In(Bk; ) are returns on portfolios that mimic the under-
lying common risk factors in returns proxied by size and book-to-market
equity (Fama (1976), chapter 9). Examining the relations between the
returns on these portfolics and economic variables that measure varia-
tion in business conditions might help expose the nature of the eco-
nomic risks captured by size and book-to-market equity.

(b} Chan, Chen, and Hsieh {(1985) argue that the relation between size and
average return proxies for a more fundamental relation between ex-
pected returns and economic risk factors. Their most powerful factor in
explaining the size effect is the difference between the monthly returns
on low- and high-grade corporate bonds, which in principle captures a
kind of default risk in returna that is priced. It would be interesting to
test whether loadings on this or other economic factors, such as thoss of
Chen, Roll, and Ross (1986), can explain the roles of size and book-to-
market equity in our tests,

(c) In a similar vein, Chen and Chen (1981) argue that the relation
between size and average return is a relative-prospects effect. The
earning prospects of distressed firms are more sensitive to economic
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conditions. This results in a distress facior in returns that is priced in
expected returns. Chan and Chen construct two mimicking portfolios
for the distress factor, based on dividend changes and leverage. It
would be interesting to check whether loadings on their distress factors
absorb the size and book-to-market equity effects in average returns
that are documented here,

(d} In fact, if stock prices are rational, BE/ME, the ratio of the book value
of a stock to the market's assessment of ita value, should be & direct
indicator of the relative prospects of firme. For example, we expect that
high BE/ME firms have low earnings on assets relative to low BE/ME
firms., Qur work {in progress) suggests that there i indeed a clean
separation between high and low BE/ME firms on various measures of
economic fundamentals. Low BE/ME firms are persistently strong
performers, while the economic performance of high BE/ME firms is
pergistently weak.

B. Irrational Asset-Pricing Stories

The discussion above assumes that the asset-pricing effects captured by
size and book-to-market equity are rational, For BE/ME, our most powerful
expected-return variable, there is an obvious altarnative, The ¢ross-section of
book-to-market ratios might result from market overreaction to the relative
prospects of firms. If overreaction tends to be corrected, BE/ME will predict
the cross-section of stock returns,

Simple tests do not confirm that the size and book-to-market effects in
average returns are due to market overreaction, at least of the type posited
by DeBondt and Thaler {(1985). One overreaction measure used by DeBondt
and Thaler is a stock's most recent 3-year return. Their overreaction story
predicts that 3-year lose=~ “ave strong post-ranking returns relative to 3-yeor
winners. In FM regressions (not shown) for individual stocks, the 3-year
lagged return shows no power even when used alone to explain average
returns. The univariate average slope for the lagged return is negative, -8
basis points per month, but less than 0.5 standard errors from 0.

C. Applications

Our main result is that two easily measured variables, size and book-to-
market equity, seem to describe the cross-section of average stock returns,
Prescriptions for using this evidence depend on (&) whether it will persiat,
and (b) whether it results from rational or irrational asset-pricing.

It is possible that, by chance, size and book-to-market equity happen to
describe the cross-section of average returns in our sample, but they were and
are unrelated to expected returns, We put little welght on this possibility,
especially for book-to-market equity. First, although BE/ME has long been
touted as a measure of the return prospects of stocks, there iz no evidence
that its explanatory power deteriorates through time, The 1963~1890 rela.
tion between BE/ME and average return is strong, and remarkably similar
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for the 1963-1976 and 1977-1990 subperiods. Second, our preliminary work
on economic fundamentals suggests that high-BE/ME firms tend to be persis-
tently poor earners relative to low-BE/ME firms. Similarly, small firms have
a long period of poor earnings during the 1980s not shared with big firma.
The systematic patterns in fundamentals give us some hope that gize and
book-to-market equity proxy for risk factors in returns, related to relative
earning prospects, that are rationally priced in expected returns.

If our results are more than chance, they have practical implications for
portfolio formation and performance evaluation by investors whose primary
concern i3 long-term average returns, If asset-pricing is rational, size and
BE/ME must proxy for risk. Our results then imply that the performance of
managed portfolios {e.g., pension funds and mutual funds) can be evaluated
by comparing their average returns with the average returns of benchmark
portfolios with similar size and BE/ME characteristics. Likewise, the ex-
pected returns for different portfolio strategies can be estimated from the
historical average returns of portfolios with matching size and BE/ME
properties,

If nsset-pricing is irrational and size and BE/ME do not proxy for risk, our
results might still be used to evaluate portfolio performance and measure the
expected returns from alternative investment strategies. If stock prices are
irrational, however, the lilkely persistence of the results is more suspect,

Appendix
Siza Versus g: 1841-1880

QOur results on the absence of a relation between 3 and average stock
returns for 1963-1990 are so contrary to the tests of the Sharpe-Lintner-Black
model by Black, Jensen, an.l Scholes (1972), Fama and MacBeth (1873), and
(more recently) Chan anu ....n (1988), that further tests are appropriate. We
examine the roles of size and g in the average returns on NYSE stocks for
the half-century 1941-1990, the longest available period that avoids the high
volatility of returns in the Great Depression. We do not include the account.-
ing variables in the tests because of the strong selection bias (foward success-
ful firms) in the COMPUSTAT data prior to 1962,

We first replicate the results of Chan and Chen (1988), Like them, we find
that when portfolios are formed on size alone, there are strong relations
between average return and either size or §; averags return increaseg with 8
and decreases with size. For size portfolics, however, size (In(ME)) and 8 are
almost perfectly correlated (—0.98), so it ig difficult to distinguish between
the roles of size and # in average returns.

One way to generate strong variation in f# that is unrelated to size is to
form portfolios on size and then on 8. As in Tables I to III, we find that the
resulting independent variation in 8 just about washes out the positive
simple relation between average return and g observed when portfolios are
formed on size alone. The results for NYSE stocks for 1941-1890 are thus
much like those for NYSE, AMEX, and NASDAQ stocks for 1963-19890.
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This appendix also has methodological goals, For example, the FM regres-
sions in Table III use returns on individual stocks as the dependent variable.
Since we allocate portfolio 88 to individual stocks but uee firm-specific values
of other variables like size, 8 may be at a disadvantage in the regressions for
individual stocks. This appendix shows, however, that regressions for portfo-
lios, which put 8 and size on equal footing, produce results comparable to
those for individual stocks,

A, Size Portfolios

Table AI shows average monthly returns and market 88 for 12 portfolios of
NYSE stocks formed on the basis of size (ME) at the end of each year from
1940 to 1989. For these size portfolios, there is a strong positive relation
between average return and f. Average returns fall from 1.96% per month
for the smallest ME portfolio {1A) to 0.93% for the largest (10E) and 8 falls
from 1.60 to 0.95. (Note also that, as claimed earlier, estimating £ as the
sum of the slopes in the regression of a portfolio’s return on the current and
prior month's NYSE value-weighted return produces much larger 8s for the
smallest ME portfolios and slightly smaller 8s for the largest ME portfolios.)

The FM regressions in Table Al confirm the positive simple relation
between average return and 8 for size portfolios. In the regressions of the
size-portfolio returns on S alone, the average premium for a unit of 8 is
1.45% per month. In the regressions of individual stock returns on 8 (where
stocks are assigned the g of their size portfolio), the premium for a unit of 8
is 1.39%. Both estimates are about 3 standard errors from 0. Moreover, the
8s of size portfolios do not leave a residual size effect; the average residuals
from the simple regressions of returns on 8 in Table Al gshow no relation to
size, These positive SLB results for 1941-1990 are like those obtained by
Chan and Chen (1985) ... «&sts on size portfolios for 1854-19883.

There is, however, avidence in Table Al that all is not well with the 8s of
the size portfolios, They do a fine job on the relation between size and
average return, but they do a lousy job on their main task, the relation
between B and average return. When the residuals {rom the regressions of
returns on § are grouped using the pre-ranking s of individual stocks, the
average residuals are strongly positive for low-3 stocks (0.51% per month for
group 1A} and negative for high-8 stocks {~ 1,05% for 10B). Thus the market
lines estimated with size-portfolic Se exaggerate the tradeoff of average
return for 8; they underestimate average returns on low-8 stocks and overes-
timate average returns on high-3 stocks. This pattern in the §-sorted average
residuals for individual stocks suggests that (a) there is variation in g8 across
gtocks thet is lost in the size portfolios, and (b) this variation in 8 is not
rewarded as well as the variation in § that is related to size,

B. Two-Pass Size-8 Portfolios

Like Table I, Table Al shows that subdividing size deciles using the
(pre-ranking) B8 of individual stocks results in strong variation in g that is



Table Al

Average Returns, Post-Ranking s and Fama-MacBeth Regression Slopes for

Size Portfolios of NYSE Stocks: 1941-1930

At the end of each year ¢ — 1, stocks are assigned to 12 portfolios using ranked values of ME. Included are all NYSE stocks
that have a CRSP price and shares for December of year ¢ — 1 and returns for at least 24 of the 60 months ending in
December of year ¢ — 1 {for pre-ranking 0 estimates). The middle B portfolios cover size deciles 2 to 8. The 4 exlreme
portfolios (1A, 1B, 10A, and 10B) split the smallest and largest deciles in half. We compute equal-weighted returns on the
portfolios for the 12 months of year ¢ using al} surviving stocks, Average Return is the time-series average of the monthly
portfolio returns for 19411990, in percent. / erage firms is the average number of stocks in the portfolios each month.
The simple g3 are estimated by regressing t1  2941-1990 sample of post-ranking monthly returns for a size portfolio on
the current month’s value-weighted NYSE po;tfolio retum. The sum s are the sum of the slopes from a regression of the
pest-ranking monihly returns on the current and prior month's VW NYSE returns.

The independent variables in the Fama-MacBeth regressions arve defined for each firm at the end of December of each
year ¢ — 1. Stocks are nssigned the post-ranking (sum} 3 of the size porifolio they are in at the end of year £ — 1. ME is
price times shares outstanding at the end of year ? — 1. In the individual-stock regressions, these values of the explanatory
variables are matched with CRSP returns for each of the 12 months of year ¢ The portfolio regressions match the
equal-weighted portfolio returns with the equal-weighted averages of § and In{ME) for the surviving stocks in each month
of year (. Slope is the average of the (600) monthly FM regression slopes and SE is the standard error of the average slope.
The residusls from the monthly regressions for year ! are grouped inte 12 portfolies en the basiz of size (ME) or
pre-ranking f {estimated with 24 to 60 months of data, as available) at the end of year ¢ — 1. The average residuals are
the timeseries averages of the monthly equal-weighted portfolio residuals, in percent. The average residuals for
regressions (1) and (2) {(not shown) sre quite similar to those for regressions (4} and (5) (shown).

Bortfolics Formed on Size
1A 1B 2 3 & 5 6 7 B 9 10A  10B
Ave, return .96 1.59 1.44 1.36 1.28 1.24 1.23 1.17 1.15 1.13 0.97 0.93
Ave. firms 57 66 110 107 107 108 111 113 115 118 59 59
Simple B .29 1.24 1.21 1.19 1.16 1.13 1.13 1.12 1.09 1.05 1.00 0.98
Standard error $.07 Q.65 0.04 f.03 0.02 0.02 0.02 0.02 0.01 0.01 Q.01 0.01
Sum £ 1.60 144 1.37 1.32 1.26 1.23 1.319 1.7 1.12 1.06 0.99 0.93

Stiandard exror 010 006 0.05 .04 603 003 0.03 002 002 0:61 0.01 0.01
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Table A¥-Continued

Portfolio Regressions Individual Stock Regressions
M8 (2) In(ME) (3) 8 and In(ME} 18 (5) In(ME} (6) 8 and In(ME)
Slope 1.45 -0.137 ~.03 0.149 1.39 ~0.133 0.71 —0.060
SE 0.47 0.044 51 0.115 0.46 0.043 0.81 0.062
Average Residuals for Stocks Grouped on Size
1A 1B 2 3 4 5 6 7 8 8  10A  10B
Regression (4) 0.17 0.00 -004 -006 -005 -004 000 -003 003 008 00l 004
Standarderor 011 0.06 004 004 004 004 003 003 003 003 005 006
Regression (5) 0.30 002 -005 -006 -~0.08 —-007 -003 -004 002 008 001 013
Standarderror  0.14 007 004 004 004 004 004 003 003 003 004 007
Regression (6} 020 0.02 -005 —007 -008 -005 -001 —-002 004 009 000 0.06
Standarderror 010 0.06 004 004 004 004 003 003 003 003 005 005
Averapge Res.duals for Stocks Grouped on Pre-Ranking g
1A 1B 2 3 4 5 6 7 8 9 104" 10B
Regression (4} 051 061 038 032 016 012 003 —010 -027 -031 —066 -1.05
Stapdarderror 021 019 013 008 004 003 004 005 003 011 03i8 023
Regression(5) -0.10 0.00 002 003 005 007 005 000 -003 -00! -011 -033
Standarderror 031 010 007 005 004 003 003 004 005 007 010 013
Regression {6) 009 025 013 06138 011 014 009 001 -0311 -032 -038 -070
Standarderror 041 037 024 014 007 004 004 009 0.6 034 0.43
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Table All

Properties of Portfolios Formed on Size and Pre-Ranking 8: NYSE Stocks

Sorted by ME (Down) then Pre-Ranking 8 (Across) 1941-1990
At the end of year 4 — 1, the NYSE stocks on CRSP are assigned to 10 size (ME) port{olics. Each size decile is subdivided
into 10 8 portfolios using pre-renking fs of individual slocks, estimated with 24 to 60 monthly returns (a5 available)
ending in December of year t — 1. The equal-weighted monthly returns on the resulting 100 portfolios are then calculated
for year t. The average returns are the time zries averages of the monthly returns, in percent. The post-ranking S5 use
the full 1941-199G sample of post-ranking  :rns for ench portfolio. The pre- and post-ranking fis are the sum of the
slopes from a regression of monthly returns vn the current and prior month’s NYSE value-weighted market, return. The
average size for a portfolio is the timeseries average of each month’s average value of In(ME) fur stocks in the portfolic.
ME is denominated in millions of dollars. There are, on average, aboul 10 stocks in each size-8 portfolio each month, The
Al column shows parameter values for equal-weighted size-decile {ME) porifolies. The All rows shew parameter values for
cqual-weighted portfolios of the stocks in each g group.

All Low-3 a2 83 B4 85 86 1 g8 89 High-8
_ Panel A: Average Monthly Return {in Percent)
Al 1.22 1.20 1.32 1.35 1.36 1.34 1.29 1.34 1.14 1.10

Small-ME 1.78 1.74 1.76 2.08 191 192 172 L7 1.9 1.56 1.46
ME-2 1.44 1.41 1.35 1.33 1.61 1.72 1.58 140 162 1.24 111
ME3 1.36 .21 1.40 1.22 14T 1.3 151 133 1.57 133 1.21
ME4 1.28 1.26 1.29 1.19 1.27 1.5 1.30 119 1.56 1.18 1.00
ME-5 1.24 1.22 1.30 1.28 1.33 1.21 1.37 141 1.31 0.92 1.06
MES 1.23 121 132 1.37 109 1.34 110 .40 121 1.22 1.08
ME"T 117 1.08 1.23 1.37 1.27 119 1.3 1.10 1.1t 0.87 137
ME-S8 1.156 1.06 1.18 1.26 1.25 1.26 117 116 1.05 1.08 104
ME9 1.13 0.99 113 100 124 1.28 131 1.15 11 1.09 1.05

Large-ME 0.95 0.9% 1.01 1.12 1.01 0.89 0.95 0.95 1.00 0.90 0.68

2oupuld Jo joudnop ay g,




Table All- Continued

Al Lowg B2 83 a4 B:5 56 7 88 39  Highg
Panel B: Post-Ranking 8
All 0.76 0.95 1.05 1.14 1.22 1.26 1.34 1.38 1.48 1.65—-
Small-ME 1.62 .17 1.40 1.31 1.50 1.46 1.50 1.69 1.60 1.95 1.92
ME2 1.37 0.86 1.09 1.12 1.24 1.39 1.42 148 1.60 1.69 1.91
ME-3 1.32 0.88 0.96 118 1.19 1.33 1.40 1.43 1.56 1.64 1.74
ME4 1.26 0.69 095 1.06 115 1.24 129 1.46 1.43 1.64 1.83
MES 1.23 0.70 0.95 1.04 1.10 1.22 1.32 1.34 1.43 1.58 1.72
ME-6 1.19 0.68 0.86 1.4 1.13 1.20 1.20 1.35 1.36 1.48 L.70
ME-7 117 0.67 0.88 0.95 L14 1.18 1.26 1.27 1.32 L4 1.68
MES8 1.12 0.64 0.83 0.99 1.06 1.14 114 121 1.26 1.39 1.58
ME-9 1.06 0.68 0.81 0.94 0.96 1.06 1.11 1.18 1.22 1.25 1.46
LargeME 0.97 0.65 0.73 0.50 0.91 0.97 10 1.01 1.07 1.12 1.38
Panel C: Average Size {In(ME})
All 4.39 4.39 4.40 4.40 4.39 4.40 4.38 4.7 4.37 4.34
Small-ME 1.93 2.04 199 2.00 196 1.52 1.92 1.91 1,80 1.87 1.80
ME2 2.80 2.81 2.79 28 2.3 2.80 2.79 2.80 2.80 273 2.9
ME-3 3.27 3.28 3.27 3.28 327 3.27 3.28 3.29 .27 3.27 .28
ME-4 367 367 367 367 3.68 368 367 3.68 3.66 367 367
ME-5 4.06 4.07 4.08 4.05 4.06 4.07 4.06 4.05 4.05 4.06 4.06
MES 4.45 4.45 4.44 4.46 445 4.45 4.45 4.45 4.44 4.45 4.45
ME-7 4.87 4.86 4.87 4.86 4.87 4.87 4.88 4.87 4.87 4.85 4.87
ME-S 5.36 5.38 5.38 5.38 535 5.36 5.37 5.37 5.36 5.35 534
MES 5.98 5.96 5.93 5.99 6.00 598 5.98 5.97 5.95 596 5.96
Large-ME 7.32 1.10 7.2 .16 7.7 7.20 7.29 7.14 7.09 7.04 6.83
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independent of size. The 8 sort of a size decile always produces portfolios with
similar average In(ME) but much different (post-ranking) $s. Table AIl also
shows, however, that investoras are not compensated for the variation in g
that is independent of size. Despite the wide range of fs in each size decile,
average returns show no tendency to increase with 8. All

The FM regressions in Table AIIIl formalize the roles of size and 8 in NYSE
average returns for 1941-1930, The regressions of returns on J alone show
that using the 8 of the portfolios formed on asize and §, rather than size
alone, causes the average slope on £ to fall from about 1.4% per month (Table
Al to about 0.23% (about 1 standard error from 0). Thus, allowing for
variation in 8 that is unrelated to size flattens the relation between average
return and S, to the point where it is indistinguishable from no relation at
all.

The flatter market lines in Table AIIl succeed, however, in erasing the
negative relation between B and average residuals observed in the regres-
sions of returns on 8 alone in Table Al Thus, forming port{olios on size and 8
{Table AIlll) produces a better description of the simple relation between
average return and 8 than forming portfolios on size alone (Table Al). This
improved description of the relation between average return and g is evi-
dence that the § estimates for the two-pasa size-3 portfolios capture variation
in true $8s that is missed when portfolios are formed on size alone,

Unfortunately, the flatter market lines in Table AIIl have a cost, the
emergence of a residual size effect. Grouped on the basis of ME for individual
stocks, the average residuals from the univariate regressions of returns on
the Bs of the 100 size-@ portfolios are strongly positive for small stocks and
negative for large stocks (0.60% per month for the smallest ME group, 14,
and —~0.27% for the larzust, 10B). Thus, when we allow for variation in 8
that is independent oi s..s, the resulting fs leave a large size effect in
average returns. This residual size effect is much like that observed by Banz
(1981) with the 8s of portfolios formed on size and 8.

The correlation between size and § is —0.,98 for portfolios formed on size
alone. The independent variation in g obtained with the second-pass sort on
B lowers the correlation to ~ 0.50. The lower correlation means that bivariate
regressions of returns on B and In(ME) are more likely to distinguish true
size effects from true 3 effects in average returns,

The bivariate regressions (Table AIII) that use the S5 of the size-8 portfo-
lios are more bad news for 3. The average slopes for In(ME) are closa to the
values in the univariate size regressions, and almost 4 standard errors from
0, but the average slopes for § are negative and less than 1 standard error
from 0. The message from the bivariate regressions is that there is & strung
relation between size and average return, But like the regressions in Table
AIIl that explain average returns with £ alone, the bivariate regressions say
that there is no reliable relation between § and average returns when the
testz use 3s that are not close substitutes for size, These uncomfortable SLB
results for NYSE stocks for 1941-1990 are much like those for NYSE,
AMEX, and NASDAQ stocks for 1963-1980 in Table III.
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C, Subperiod Diagnostics

Our resuits for 1941-1990 seem to contradict the evidence in Black,
Jensen, and Scholes (BJS) (1972) and Fama and MacBeth (FM) (1973) that
there is a reliable positive relation between average return and 8. The 85 in
BJS and FM are from portfolios formed on £ alone, and the merket proxy is
the NYSE equal-weighted portfolio. We use the £z of portfolios formed on size
and B, and our market is the value-weighted NYSE portfolio. We can report,
however, that our inference that there isn't much relation between B and
average return is unchanged when (a) the market proxy is the NYSE EW
porifolio, (b) portfolios are formed on just (pre-ranking) fs, or (¢) the order of
forming the size-B portfolios is changed from size then 8 to 8 then size,

A more important difference between our results and the earlier studies is
the sample periods. The tests in BJS and FM end in the 1960s. Table AIV
shows that when we split the 50-year 1941- 1930 period in half, the univari-
ate FM regressions of returns on 8 produce an average slope for 1841-1865
{0.60% per month, ¢ = 1.82) more like that of the earlier studies. In contrast,
the average slope on g for 1966-1990 is close to 0 (~0.02, ¢ = 0.086).

But Table AIV also shows that drawing a distinction between the results
for 1941-1965 mand 1966-1990 is misleading. The stronger tradeoff of average
return for 3 in the simple regressions for 1941~1965 is due to the first 10
years, 1941-1950. This is the only period in Table AIV that produces an
average premium for 8 {1.26% per month) that is both positive and more than
2 standard errors from 0. Conversely, the weask relation between S and
average return for 1966-1990 is largely due to 1981-1980. The strong
negative average slope in the univariate regressions of returns on 8 for
1981-1990 (-~1.01, ¢ = —2.10) offsets a positive slope for 1971-1980 (0.82,
t=1.27).

The subperiod variation in the average slopes from the FM regressions of
returns on § alone seems moot, however, given the evidence in Table AIV
that adding size always kills any positive tradeoff of average return for 8 in
the subperiods. Adding size to the regressions for 1941-1965 causes the
average slope for 8 to drop from 0.60 (¢ = 1.82) to 0.07 (¢ = 0.28). In contrast,
the average slope on size in the bivariate regressions (~0.16, t = —2.87) is
close to its value (- 0,17, t = - 2.88) in the regressions of returns on In(ME)
alone. Similar comments hold for 1941-1950. In short, any evidence of a
positive average premium for 8 in the subperiods seems to be a size effect in
disguise,

D, Can the SLB Mode! Be Saved?

Before concluding that 8 has no explanatory power, it is appropriate to
consider other explanations for our results, One possibility is that the veria-
tion in 8 produced by the § sorts of size deciles in just sampling error. If so, it
is not surprising that the variation in § within a size decile is unrelated to
average return, or that size dominates § in blvariate tests. The atandard
errors of the (8 suggest, however, that this explanation cannot save the SLB




Table AIIL

Average Slopes, Their Standard Errors (SE), and Average Residuais from
Monthly FM Regressions for Individual NYSE Stocks and for Portfolics Formed

on Size and Pre-Ranking £: 19411950
Stacks are assigned the post.-ranking 8 of the size-8 portfolio they are in a1 the end of year ¢ — 1 {Table ATI). In{ME) is the
natural log of price times shares outstanding at the end of year { — 1. In the individual-stock regressions, these values of
the explanatory variasbles are matched with CRSP returns for each of the 12 months in year ¢. The portfolio regressions
match the equal-weighted portfolio returns for the size-g porifolies (Table AIl) with the equal-weighted averages of # and
In{ME) for the surviving stocks in each month of year £, Slope is the time-series average of the monthly regression slopes
from 1841-19%0 (600 months); SE is the time-series standard error of the average slope.

The residuala from the monthly regressions -n year  are grouped into 12 portfolios on the basis of size or pre-ranking 8
{estimated with 24 to 60 months of returns s available) as of the end of year ¢ — 1, The average residuals are the
time-series averages of the monthly equalv ..ghted averages of the residuals in percent. The average residuals {not
shown)} from the FM regressions (1) to (3) that use the returns on the 100 size-8 portfolios as the dependent variable are
slways within 0.0]1 of those from the regressions for individusl stock returns. This is not surprising given that the
correlation between the time-series of 1941-1930 monthly FM slopes on 8 or In(ME) for the comparable portfolic and
individual stock regressions is always greater than 0.59,

Portfolia Regressions Individual Stock Regressions
s (2} In(ME) (3) f and In(ME) )8 (5) In{ME) {6} 8 and In(ME)
Slope 0.22 -0.128 -0.13 -0.143 0.24 -0.133 ~0.14 ~0.147
SE 0.24 0.043 0.21 £.039 0.23 4.043 0.21 0.039
Average Residuals for Stocls;a Grouped on Size
1A 1B 2 3 4 5 6 7 8 9 10A 108

Regression (4) 060 026 6313 006 -001 -003 -003 -005 -010 -0.11 025 -0.27
Sténderd error 021 010 o008 004 0.04 004 004 004 004 005 006 008

Regression (5} 030 002 -005 -0.06 -008 -0.07 -0.03 -0.04 602 003 001 0.13
Standard error 0.14 0.07 0.04 004 004 004 004 003 003 003 004 007

Regression (6) a31 002 -~-005 -006 -~00% -0.07 -0.03 -0.04 0.02 008 o0.01 013
Standard error 0.14 0.07 0.04 0.04 0.4 0.04 0.04 0.03 0.03 0.03 0.04 .07
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Table AIll—Confinued g

Portfolio Regressions Individual Stock Regressions i

(8 (2) In{ME) (3) 8 and In(ME) )8 (5) In(ME) {6) 8 and In(ME) )

Average Residuals for Stocks Greuped on Pre-Ranking 8 g"

O

1A 1B b 3 4 5 6 7 8 5 104  10B “t;

Regression (4} ~0.08 003 -0.01 008 004 008 004 002 -003 002 -011 -032 5
Standard ervor 0.07 0.05 0.03 0.03 0.03 0.03 0.04 0.04 0.04 0.04 605 0.07 a
Regression{5) —-0.10 000 002 009 005 007 0.65 000 -0.03 -001 -03% -0233 A
Standard error 011 010 007 005 004 003 003 004 005 0O7T O0.I0 013 n
[~

Regression (6) -017 -0.07 -0.02 02.07 0.04 ¢.06 0.05 0.03 0.00 0.4 004 -023 2B
Standard error 005 004 003 003 003 003 003 003 004 004 006 0.07 .
)

3y

~

o
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Table AIV

Subperiod Average Returns on the NYSE Value-Weighted and
Equal-Weighted Portfolios and Aversge Values of the
Intercepts and Slopes for the FM Cross-Sectional Regressions
of Individual Stock Returns on § and Size (In(ME)

Mean is the average VW or EW return or an average slope from the monthly cross-sectional re sressions of individual stock
returns on g and/or In(ME}. 5id is the standard deviation of the time-series of returns or slopes, and {Mn} is Mean over
its time-series standard error. The average slopes (not shown} from the FM regressions that use the returns on the 100
size-f§ portlolios of Table AIl as the dependent variable are quite clese to those for individual stock veturns. {The
correlation between the 19411990 month-by - nonth slopes on f or In{ME) for the comparable portfolio and individual
stock regressions is always greater than 0.95

Panel A
19411990 (600 Mos.} 19411965 {300 Mos.} 1956-1930 (300 bMos.)
Varinble Mean Std t{Mn) Mean S5ud t(Mn) Mean Std H{(Mn}
NYSE Value-Weighted (VW) and Equal-Weighted {EW) Portfolio Returns
vw 0.93 4.15 549 1.10 3.58 5.30 Q.76 4.64 2.85
EW 1.12 5.10 5.37 1.33 4.42 5.18 0.91 5.0 277
Riy=a+b,8,+e;
& 8.98 3.93 6.11 0.84 3.18 4.56 1.13 4.57 4.26
b, 024 5.52 1.07 0.50 415 1.82 -0.02 6.19 - 0.06
R" B bz,lnlME“) + €ie
a 1.70 8.24 5.04 1.88 6.43 5.06 3.51 9.72 2.69
by -0.13 1.08 -3.07 -0.17 1.01 —~2.88 -~0.10 1.3} —~1.54
Ry=a+b,8;+ l"ml“(MEn) + e
a 1.97 6.16 7.84 1.80 471 6.52 2.14 7.29 5.09
b, -0.14 5.05 —0.66 0.07 4.15 0.28 -0.34 5.80 -1.01

by ~0.15 0.96 -3.75 -0.16 0.94 -2.97 -0.13 0.95 -2.34
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Table ATV-—Continued

Panel B:
1941-1550 1951~ 3 1861-1370 1971-1980 1981-19920
Retum Mean £HMn) Mean 1(Mn) Mean t(Mn) Mean HMn) Mean 1{Mn)
NYSE Value-Weighted (VW) and Equal-Weighted (EW) Portfolio Returns
vwW 105 2.88 1.18 3.95 0.66 1.84 0.72 1.67 1.04 2.40
EW 1.59 3.16 1.13 A.76 0.88 1.96 1.04 1.82 0.95 z0
Ry=a+b,B;+ e
a 0.24 0.66 1.41 6.35 0.64 1.94 0.27 0.62 235 5.99
b, 1.26 2.20 -~0.19 -0.63 0.32 0.72 D.82 1.27 ~-1.01 -2.10
R“ = 8 4 h:llD‘ME,',) + e,

A 2.63 3.47 1.08 213 178 2.50 Zz.18 2.03 0.52 1.20
b, -0.37 -2.90 0.03 0.53 -0.17 -219 -0.20 -1.57 0.04 0.57
Rjy=28+b,8,+byIn(ME,) + ¢,

a 2.14 3.93 1.38 4.03 2.01 4.16 1.50 212 284 4.25
b, 0.34 Q.75 -0.17 —-0.53 -0.11 —-0.27 0.41 .75 -1.14 -2.16
b, -0.24 -2.92 0.m 0.20 -0.13 ~2.89 -0.16 -1.50 -0.07 -0.84
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model. The standard errors for portfolios formed on size and 3 are only
slightly larger (0.02 to 0.11) than those for portiolios formed on size alone
(0.01 to 0.10, Table Al). And the range of the post-ranking fs within a size
decile is always large relative to the standard errors of the 8s.

Another possibility is that the proportionality condition (1} for the varia-
tion through time in true fs, that justifies the use of full-period post-ranking
fs in the FM tests, does not work well for portfolios formed on size and 8. If
this is a problem, post-ranking fs for the size-§ portfolios should not be
highly correlated across subperiods. The correlation between the half-period
(1941-1965 and 1966-1990) s of the size-8 portfolios is 0,91, which we take
to be good evidence that the full-period § estimates for these portfolios are
informative about true 8. We can also report that using 5.year 88 (pre- or
post-ranking) in the FM regressions does not change our negative conclusions
about the role of 8 in average returns, as long as portfolios are formed on B
as well ag gize, or on £ alone.

Any attempt to salvage the simple positive relation between § and average
return predicted by the SLB model runs into three damaging facts, clear in
Table AII. (a) Forming portfolics on size and pre-ranking Ss produces & wide
range of post-ranking s in every size decile. (b) The post-ranking s closely
reproduce (in deciles 2 to 10 they exactly reproduce) the ordering of the
pre-ranking fs used to form the g-sorted portfolios. It seems safe to conclude
that the increasing pattern of the post-ranking fs in every size decile
captures the ordering of the true 8s. (c) Contrary to the SLB model, the §
sorts do not produce a similar ordering of average returns. Within the rows
(size deciles) of the average return matrix in Table AIl, the high-8 portfolics
have average returns that are close to or less than the low-8 portfolios.

But the most damaging evidence against the SLB model comes from the
univariate regressiv... .. returns on 8 in Table AIll, They say that when the
tests allow for variation in # that is unrelated to size, the relation between 8
and average return for 1941-1990 is weak, perhaps nonexistent, even when
3 is the only explanatory variable. We are forced to conclude that the SLB
mode! does not describe the last 50 years of average stock returns.
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Industry Betas: A Mest of today’'s capital marker theory is driven by the funda-
! Closer Look mental reiztionship between risk and return. The besic premise
is that most investors are rational, and that a rational invester
will only accept an investmment with greater risk if it offers an
expectation of greater return. With the advent of William Sharpe's
Capital Asset Pricing Medel (CAPM) in the early 1960s, the risk
of an individual stock is generally accepted to be measured by
its Beta, the historical sensitivity of a stock's price to market
price movements. This article reviews a recent study challeng-
ing the empirical relevance of Beta, then investigntes whether
, these results can be extended to the industry level.
Is This The End Two of the most prestigious researchers in the finandal com-
Of Beta? munity, professors Eugene F. Fama and Kenneth R. French
from the University of Chicago have challenged the traditional
relationship between Beta and return in a recent paper pub-
i lished by the Center for Research In Security Prices. In this
study, the duo traced the performance of thousands of stecks
over 50 years, but found no statistieal suppors for the hypothesis
that the relationship between volarility end return is signifl-
cantly different from random. Indeed, professor Fama con-
cluded, ‘The fact is that Beta, as the sole varisble explainin

[ PR e S

returns on stocks, is dead.' These findings support previous
studies that have called into question the reel-world applicabil-
ity of the CAPXM Beta, including papers by Keim (Financial
Analysts Journal, 1986}, and Roll (Journel of Financial Econom-
ics, 1977). Never before, however, has the lack of a statistically
| significant relatonship berween Beta and return been so rigor-
| ously and dramatically established. The line graph on the top
: half of the opposite page illustreres the startling degree to
‘ which the theoretical straighe-line relationship is refuted by
;

t

aczual date. This new documencation has investors all over the
world paravphrasing Edward G. Robinson’s line from the 1830
classic gangster movie, Lictle Coesar, by asking ‘Mother of Mercy,
is this the end of Beta? ‘

Empirical Although the argument of Beta's relevancy as a @eaamna&t
e Is Much of stock price's is a long way from conclusion, there is no debate
that its veneer of incontestabilicy has been seversly damaged. A
logical extension of these findings, then, is to question the mert

More Convinceing
of the indusirv-level Beta as an explanatory veriable in the

; Cn The Industry

: Level relationship between industry price indexes and historical price
|

|

!

i

{
E«videnc

performance. While not neerly as muck academic literature has
heen devoted to industry Betas as individual stock Betas, the
articles that we could find all demonstrate the existence'of much
stronger relationships between Beta and return by industry
class. Carletcn and Lakonishok (Financial Analysts Journ 1,
1985) found a coefficient of determination of 0.86, indicated a
very strong near-linesr relaticnskip, for 13 industry groups

measured between 1971 znd 1980. Furthermore, Lavhari and
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Levy (Heview of Zccnomics and Statistics, 1977) demonstrated
that the arror terms in beta estimation intervals are greatly
reduced when industry sggregates are emploved.

Since this issue marks the ons-vear publication anniversary of
the Velue Line Industry Heview, we selected the twelve-month
period ending this past Friday, March 6th, for a test of Value
Line industry Betas. Accordingly. we aggregeted our 104 indus-
try groups by their Betas that appeared in our March 8, 1891
Editien. and divided the universe into five quintiles. First quin-
tile indusrries had Betas betwean 1.22 and 1.54. The ranges for
the other four groupings were 1.11 - 1.20, 1.06—-1.10, 0.86 - 1.05,
and 0.68 —0.95 respectively. Given that this was generally a
Buil Markert period, marked by & Dow Jones Industrial Averags
rise of 9% (from 29552 to 3168.8) and a NASDAGQ jump of
29.7% {from 473.1 ta 616.0), we expected that high-Beta indus-
tries, most sensicive to market price movements, should expe-
rience price gains that were greater than low-Beta industries.
The bar graph featured on the bottom half of page 19 verifies
vividly that this was, indeed, the case. Quintile 1, representing
the industries with the 21 highest Betas, enjoyed a 37.3% price
rise while the low-Beta groups comprising Quintile 5 produced a
meager 5.2% gain. The average industry group gained 22.2%.
The mest prospercus Quintile 1 groups include: Retail/Building
Supply, Homebuilding, Securides Brokers, and Computer Soft-
ware. On the other extreme, Foreign Electronics, Pewrvleum
Producers, and Canadian Energy were all among the worst-
performing, low-Deta industries.

A major preblem with the high-Beta strategy is that, while a
greater-than-average rise can be expected in an up rmarket, an
shove-average decline is probable in a down market. Since
market-timing 1s very difficult at best, an investor cannot know
with certainty whether this is a goed time to emphasize high-
Beta indusiry groups. Our largely neurral asser allocation posi-
tion of B0%—70% in equities does little to help decide the
situation. Alternstively, we have shown in past studies that
emphasizing indusiry groups with high Timeliness ranks has
been a profitable strategy in both up and down .merkets. For
those whao expect the bull market ta continue, timely high-Beta
choices include Telecom/Cellular, Semiconductors, Retail/Building
Supply, and Shoees. Investors with a bearish outlook may prefer
Telecom/ Foreign, Insurance/Brokers, and Beverages/Soft Drink.
Whatever the choice, vou will most likely find the industry-Beta-
to-return relationship to be more relieble than its counterpart
on the individual stock level
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THE CAPITAL ASSET PRICING MODEL AND THE
INVESTMENT HORIZON

David Levhari and Haim Levy’

L Introduction examining a possible statistical bias but a math-

N following the mean-vanance analysis de-
veloped by Markowitz (1952) und Tobin
{1958). Sharpe (1964). Lintner {(}965a, b) and
Treynor (1901) have developed the theory for
determination of asset prices under conditions
of uncertainty. The equilibrivm asset pricing
model. and ns impheation for measuring ex
past performance ol individual securities, have
been empirically tested by Lintner.! Jensen
{1968, 1972}, Miller and Scholes (1972}, Doug-
las (1969), Roll (1969) and others. The empirical
results obtained by both Douglas and Lintner
deviated from the theory of the model. More-
over, Milier and Scholes have run empirical
tests similar o those of Douglas and Lintner
and found a significant dispurity helween the
theoretical model and the empirical evidence.
They maintain that part of this discrepancy can
be explained by possible statistical biases, mea-
surement errors, and consideration of the skew-
ness of the distribution of retsrns. Black, Jen-
sen, and Scholes {1972} (hereafter B-1-5) con-
firm the systematic bias. Using monthly data
covering a 35 year period. they discovered that,
on average, high risk securities earned less than
the amount predicted by the model. Similarly.
carnings on low risk securities exceeded the
amount predicied.?

Although these disparities clearly suggest
some systematic empincal bias, we are not

Received for publication February 27, 1975, Revision aceepted
for publication March 8, 1976.

' The awthors acknowledge he technical assistance of
Maoshe Smith and two anonymous referses, The first guthor
has been partially financed by the Mauvrier Falk Foundation,
and the second #uthor has been financed by the Ford Founda-
tion,

! Lininer's paper “Security Prices and Risk: The Theory and
a Comparative Analysis of AT.&T. and Leading Induostrinds”
was presented at the Conference on Economics of Regulated
Public thilities, June 24, 1963, Chicago.

2 Miller and Scholes show that the presence of certain binses
could have accounted for the Douglas and Lintuer findings. B-
J-5 paintain that the assumption of borrowing at riskless
interest rates could have accounted for these devialions,

92

ematical bias stemming from one of the as-
sumptions underlying the capital asset pricing
madel (CAPM). To be more specifie, the model
assumes that all invesiors are single period,
expected urility of terminal wealth maximizers,
There is no particular restriclion on the length
of this period as long as it is idenvical for all
investars. Clearly, the length of the “1rue”™ in-
vestment horizon affects assel prices under con-
ditions of uncertainty, We claim that the dispar-
ilies noled above may result from using daw
calculated for an investment horizon that difiers
from the “true” investment horizon.

In the various empirical tests, the investment
horizon has been selected arbitrarily. For exam.
ple, Lintner and Miller and Scholes vse annual
data {i.c., they implicitly assume a one-year
horizon), Douglas uses quarterly and annual
data; Black. Jensen and Scholes, as well as
Fricnd and Blume {1970}, use monthly rates of
return in their empirical tests, while Roll uses
weekly data. It has been shown elscwhere by
Levy (1972) that the Reward to Variability
index (developed by Sharpe, 1966) is 4 function
of the investment hornzon assumed. Hence,
there exists a systematic mathematical bias that
is a function of the horizon assumed. The above
theoretical findings are related to the theory of
pricing capital assets, but deal only with efficienr
portfolios and not individual stocks.

In this paper we illustrate that the assumed
horizon plays a crucial role in empirical testing.
Any deviation from the “true”™ horizon causes a
systematic bias in the regression coefficient (L.e.,
in the security systematic risk). This in wrn
causes a systematic bigs in the performance
measures of each security, and hence the devia-
tion between the theoretical model and the
empirical evidence. The results of this paper are
not limited to the theory of pricing capital
assets; they are applicable lo any cconometric
study in which the variables have multiplicative
rather than additive properties, In such a case
the regression coefficients will have a mathe-




matical bias which is.a function of the unit of
time for which empirical data are collected.

In section 1) we analyze the bias of using data
[or & longer period than the true horizon for
estimating the systematic risk. In section 11
similar analysis 18 carried oul for horizons
smaller than the true invesimens horizon, In
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covy = [0V (5, ) + By '
— (Exg Y UExy, 1 )",
I we denote p; = Ex;y, g, = Ex,, and
covix; X, ) = cov(y;,x,), we find
cov, = [cov{x;, Xp) + it | = o it (1)

section 1V the bias in measuring performance
indices by deviation from the “true” horizon i3
discussed, Secuan V deals with the implicaton
of the bias discussed on the empirical evidence.
Section VI presenls some empirical Aindings
which relate to the theoretical resulis of the
previous sections.

II. The Bias in Measuring Systematic Risk
Using Data for a Longer Period than ihe
“True™ Horizon

Let us first assupie that the investor harizon
is one time unit and hence the wrue syitemalic
risk will he denoted by ;. The data are collect-
ed for a longer period. n-time units, The caleu-
lated systematic risk for the »# period data will
be denoted by f,. In order to examine the biny
stemming from using a jonger horizon let us
now caleulate the »# periods’ covariance belween
the i™ security and the market rate of retarn on
the basis of one period parameters of the distri-
bution, [t is assumed that hetween periods. the
rates of return have an identical independent
distribution, Denote the 1 period rate of return
of the "™ security by x;,. and thu of the market
portfolio by x,,.

If we denote the 1 periods covariinee by cov,
we pet by definition cov, = cov{v;; - x,.
R "'m.n} = E{-‘\‘i.l TN " A Tt X
B JE{"‘:f,l t Xip) E{xy,y - Xpa)o Using the
assumption of independent distributed returns
we pet

Coy, = .E.Ti_] X . E.\'r-.:)._\' . [.'J.“.\"‘.n.\(m‘”

r, m2

= Exp o Exyy s By o By,
and from the fact of identical distribution of

feturns we can ignore the second index of each
ferm Lo obtain

cov, = (‘E""i.[ Y. )n - (E-“i.l )"(E\.m.l )"'

But since Ex,,x,, = + Ex,,

I"',‘I w1y WE le Hirl

COV(x, 3 20)

The #' period variance of the i* security will
be a special case of {1} given by

?.u‘ (3 )

”.'r2 = [Uiz + P'r'?']" i

Now, let us examine the relation between 3
and f3, where the true imvestment horizon is
assumed to be ane period while the data collect-
ed and the regression analysis are based on n
periods.

Since we assume that the investment horizon
i5 one perigd we oblain the following for the
market equilibrium relationship:

o= 1p + Py, — 1) {3)

where g 15 the expected return of the security
under consideration. s is the riskless interest
rate, u, 18 the expected rate of return on the
market portfelio and 8, = cov{xy, %)/ 0%
l.e., the regression coefiicient of y—the rate of
return on the given security—-with respect to
x,~—the rate of ‘return on the market portfolio.

Now, suppose that in the empirical test, »-
period data are used rather than the one period
data. Namely. the rate of return of the security
under consideration is given by xyx3 + - - x,, and
the rate of return on the market portiolio is
given by x, 1 X, 0 Xy

The a-period regression coefficient is given by

L T A

)

Vﬁ.l‘{.\'m_] e -\'m.n}

{4)

H

where the tilde denotes the measured cocfficient
{not necessarily the right vne). Using relations
{1} and {2) we find

B — {:‘(JV (X X )+ i ] = (1 ft )
n 2 In

2 an 2
(op" + iy )y = He

-1 fn — i
2:;0 ( "){Cmv('\.]"‘m J]I 1(“‘1 nu'm)‘

=1 _f ;
2.“':—.[} (f )(Umz )n r(‘uml)l
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i lerm

z ,-’i’-l

Let us now divide and muliply the |
(i =0,....n~ §}of the numerator by (e,
and using /5’] = COV( Xy, ) /0, we nhmm

n-1 rf '__ ,h.,

e {(6))
a1 n—:
Z'r':ﬂ (?){U"l ) mz)

Subsliluii_ng for iy from eguation (3), we find
o=, + (8 — Dy, — r)and we get

and downward more than the marketin & bear
market, e fi; > 1. In this case o > 0 ang
therefore ¥ a1 +a)/ 2 a; > 1 and  sinee

‘Bﬂl\ﬁl‘—a..-.”_]ﬁn/ﬁ]

C. Defensive Swck

In this case ff; < 1. a <O, A" < B,
= 0., .. 0~ 1. Therefore, 3 (0 + )/ o
< 1 and

(A e i+ O = Dl = ]

ﬁ" - tfin o (7
- 2
21’::(] ( i )(ﬂmz }H r(éunr‘ }‘
or
-1 f i i nei ;=] i
] 2,-:0 ( i )}rj'.ff '(szl ‘I:l + ([3'] - ”&njt '—"] ({Lmz)l
B = === =100\, 1. i i - T (8)
2:—0( >(Um P )
Denate Sl s ol S all v a,)
R
. ] ( 2 i 2 i — i ]
dy = i O ) [ﬂm ) Q gt
and where equality holds only for fi; = ]
o= (ff ~ [)%-w-:_f: 1, The Bias in Measuring the Systematic
Han Risk Using Data for 1 Shorter Period than the
thus. “Truc™ Horizon
) fn this case the market equilibrium equation
i Sih a0+ o (gy written in terms of the one-period parameters is
" S siven by

To analyze the possible bias from the use of
n period data we should discuss the characieris-
tics of the prospect under consideration.

A. Newral Stock

A stock with By = | is defined us neutral
stock. In this case o« = 0 and S, = B, = |
Thus for a neutral stock we obtain the same
regression coefficient regurdivss of the invest-
ment horizon.

B. Aggressive Srork

Apgressive stock is expected to go upward
more than the market portfolio in a bull marke

Plln =7+ i}n[.’lm" - F"] (IO}

where fi, 18 the true coefficient, which indicates
the systematic risk of the stock under consider-
atton. However. in the empirical lest one uses
data of a shorter period. say. one-period. Hence
we calculate i = covix,.x,)/0,° rather than
f3, where the tilde denotes the estimated rather
than the “true” coefficient, In order to measure
the possible deviation between /3, and £, let us
gxamine first the relationship between the -
period and the ane-period covariance. Since
covixy oreo, ml X} T [_CDV{»‘"i-xm)
F gy e |T = Gy )" we obtain

} Mote that for n =~ |, we obtain f§, = .
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COv Xy N ) = feov g X Xy X )

+ (p“i e )H]I,'n Ty B

Recalling the definition of f3, and the nth

period vanance we get

COv{X " X Xy Xy )
= Ballon” + )" = ™l (1)
Hence.
cov(x;. xp,) {/’f,,[{m,,,2 + ;L,,,l Y- H,.,zq}
)"V = e (12)
Bro= U Ballon? + ) = ]
) =l e (13)

The equtlibrium market condition is

o=t Bt — ")
= Ry T+ (B, ~ !Hpmn = r") {id)

A, = 1. then i = . and
" Iy L
2 Iyn In Van 2
Bl = “Gn; + - fon "+ mJ'} ~ Hm
- 2
O™

w b= ff

Il we deal with an agpressive stock. 12 ff, > 1.
we get, by (10), that py 2> .
Eqguation {13) can be rewritlen as

1 )rl

(ﬁl Umz + H‘rn)n = ifgnf(am2 iy

(i P'm)n
{i5)

- ‘umlnl +

or after cancellation of {jy g, )" we find

2 tlJ(”)Bx" )" ity )’

=, > ,':0} (',.')(ﬂmz)””'r(umz)’ﬂ (16)
For f1, > 1, py > p,, and, thereforc.
2"_4',( )ﬁ]""“( o) 11
< B, zj’jﬂ( )( w2 ) 1T

Let us denote

n
( i )(Unr )n r("[m“) a;.

Hence.
S"'\P] 0 fI‘Bl" J' \ ﬁn ._” D a‘
ar
A, > yn O.f’_EE
" E:‘n:_rl} a;

From this it is clear that By > B, since if
By < I there is nothing Lo prove: but if §; > 1
then the right hand side, being a weighted

average of 3. i = 1, ....n, must be greater

than fi|. Le..

ol

m>“§:

4By

> B (18)

For defensive stock jB‘,j <1 and gy < gl

therefore,

z:lw{; ( )ﬁln- O lt f( m
> fy Zr";(]) (?)(“:nz)"—"(ﬂmz)i

ul [ ~
\n ﬂ”ﬁl"r ”Bna-u O“t

(19}
or

and thus

i) a B
B < FE
L
Again if fij > | then 1rwially fa < B, as fi,
< 1, and il B < | then

Ell qug'lni
2 a

Thus, in general, we oblain a reverse symmetri-
cal casc to the one discussed before,

B < < By

1V. The Biases in Measuring Performance
indices by Deviation from the “True”
Investment Horizon

As has been suggested by Treynor (1965). the

relevant performance index of individual secu-

(== e
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rives as well as a portfolio is given by the
rewird to volatility index,
W~ IF

I = /3 . {30)

In this section we analyze the possible error
stemiming from choosing an invesiment horizon
that differs from the “true™ investment horizon,
We will start with the case where the horizon
used in the empirical data is longer than the
“true” horzon and later on we will analyze the
opposile case.

Assuming that the investment horizon is one-
period. we expect in equilibrium that

5 = ﬁfﬁﬁ,’f = ¢ for all ;. {21)

7

{We shall delete the subscript Fin cases where
no confusion arnses.) Thus p, = B¢ + r. Sup-
pose now ihat we measure the puformam.u
index using & longer period than the horizon
taken into account in the equilibrium model:
i.e., we calculate the following n-period per-
formance index;

]l' .
By = e 22
L= (22)

where

n—1 iR =i 4
A= 2':«0(:’)(01112),’ RITIRS

Hence, the u-period performance measure is

no_ pn
Y =

U-{ t"m + ruypm)

A (24

"

(Fj Hom )rz

We would now like to find whether the “new”
index will preserve the property of being identi.
cal for all securities using the n-period data. We
shall prove that @4,/df); < 0. thus the higher

the fi);, the smaller the measured performance
index “Will be. Notice that A is independent of
fi~ and hence one can calculate {E]I/‘A)/BB
'Subsululmg Bic+r for and 1gnoring [he
subseript 1 we pet

Bie + r)" —
L/4 = a1 { 1 S
21‘7—9 ( )Bn t( "ﬂ(/} ¢+ r) p‘m

and, expanding the numerator and the denomi-
nator,

(: )/jjn—k[_n-*krk

E r:~: 2= O / 1m5 Fex 8
z “q ) (0°)" "t 2,_;“9 5 lf cor

(”)ﬁ’" et {23)

oo |
) st k=10
id =
ar
1 7]
k=0
l'”!r'l IR e

=5

Using equation (6) the denominator can be
writlen oy

] ,
ZI‘WD ( )ﬁl;u ‘(Un;*)r £(5 .um)
a-1 {n - ,
2 el ( i )‘Unrz )’ mh)

(ﬁlj m *;'- m)
A

By =
(23)

( H‘j J"‘JH )"

i " ! =g AL g ..!‘
.:—-JJWG(;)(J;)BJ (o )" %

We would like to prove that 34,/8f3; < 0; that
15, when we use a period longer than the proper
horizon data we get a systematic bias in the
performance measures. Thus, for a more aggees-
sive stock (Le. the higher £} the lower is the
performance measure. Henee, the measured
performance index, which is biased. will dis-
criminate against agpressive stocks., Differen-
tiating (23) and denoting the denominator by D
we el




L s

24)

aw'’
nti-
We
they
nce
t of
aﬁj.
the

HTY -

25)

thitl
)p{:i'
the
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y 12

Response No, MCC-200
Attachment D
Page 6 of 13

CAPM AND THE INVESTMENT HORIZON 97

DTZgT]i: _ [znw{l)(l\)(n_“ﬁn_i\ 1ok i]

(S 3 () () sendringiesre]

(26)

n—1 \ s
_l: bt (z_)ﬁjn——k(,ra-ﬁrk:!

[2" ] Z: 0( )( )(” A G e c]

ar

D,
T 5B

= S S Do () () () - oot b,y )
- :;ID 2::;, Eiﬁﬂ (:)(’:)($)(“ - ‘)ﬁlln_k g} i k—:rkis{UmE)ﬂ"f“m:

Qr

2 ; ; s
P.._ % - n-1 {;\ .-r-«i ali (H ) ( H) (:)(‘ _ k)b:j?,n—lg—x—lcnﬂ'—-k—:rkA .swml)n—lp_mr. (28)

A of b= im0 £ 5=D

i k i

Note that this is a polynomial in f8;. c. r, Tt

b, and for &+ = 0 and any i we get the
same polynomial term. Hence to prove that
(DA (84/8f;) << 0 we shall prove that the
coefficient of this polynomial term is negative.
For, given & and i the coeflicient of
B Il primf 2" 1, will be shown to be
negative for all & and i, Let us now distinguish
between two cases! (i) 8 < iand (i) 0 > i. The
term (7} is, of course. positive and can be
ignored. In case (i) the coefficient of the polyno-
mial term (denoted by I},) is given by (substi-
wiing s = # — k)

e S )
S (L)
=03 O(A)(aw)
201 e

Recalling that for & = 0 the first term of the
second summation vanishes and we obtain

Lo =0 ;- D(Il)(fa; A)
220 () Le) -

However. using

(D(ﬂia}k (i )0 L)

we find
T =0 2. 0(”)(8—- A)
) (::]1)(\9 )

(29)

Now using the relation
Sy Y (¥ ¥ o
(0)(111) (])(‘m‘—-l)'i
) -5
“TAmj\0/) m

{Feller. 1957, p. 62), we pel




anokg noe A
(?( 0 )—211( P )

Butsincei < n— 1,1 — (2n/n + 1) < O dor all
i. Thus. for the case # < 7 we have proved that
the coeflicient of the polynomial term is nega-
tive. Let us now turn 10 {ii), i.e., the case where
@ > i In this case since s < i, and & + 5 = A,
& and s can assumge the values

ke f-i+1.....0

y=idfi=1.,..,0

Hence. in this case the polynomial coefficient is
given by

v n i
2k=a—; (k)(g _ ,\.)(0‘ — 2k

Let us substitute w =& — 8 +i. Thus the
above term can be rewljiiten s

i n { .
> e (w s 1.)(,_ w)(?.r )
_ i n f .
B EZUWO(w+9»i)(f—w)"”‘
i " f
= zw“ﬂ (w + 8~ ,')(,',_ u)

Mote that

i , o i
(iww){l—u‘}_’(fwwwl)
and again using the same identity (Feller, 1957)
we get
fn+i—1 n+i
("5 50" )
An+i— AT SR AW
'1’( g1 )“”( o~ 1 )"“{?'

("0 i)fzf = 0+ )]

)

o
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- (” ;:_—' i)(i— n).

which is of course non-positive as { < n.

This finally implies that (D{"A}(E]!,,fé}ﬁj)
< 0. or 84,/08; <0, as has been mamtained,
The other possible bias which we believe to be
more relevant is that the performance index is
calculated for a shorter horizon than the “true®
ong. In virtually all the empirical rescarch, a
horizon period of one year or even fess has been
assumed, which seems to be shorter than the
“true” horizon. In this vase we cxpect to have in
equilibrium

where ¢ is a consiant for all securities, When
using a shorfer horizon one caiculales the fol-
lowing performance index, which might differ
between securities, /) = (j; ~ r)/ﬁj_]. We inves-
tigate the possible bias by examining the sign
a4/ 9. We have proved that this term is posi-
tive but for brevity we delete the proof.

Another interesting phenomenon is that for a
given f3,. or a given f3;. the higher the invest-
ment horizon for which the performance index
is calculated, the higher the measured index.
Since this theoretical result is valid independem
of the “true™ horizon, it can be tested empirical-
Iy, {see section V1) even though the true invest.
mem horizon is unknown,

V. lmplication of the Mathematical Bias in
the Empirical Evidence

Douglas, Lintner. Miller and Scholes, Jensen,
and Black-Jensen-Scholes indicate the [ollow-
ing three major inconsisiencies between the
capital asset pricing model and the empirical
evidence.

A.  The Residual Variance

The most disturbing empirical result is the
fact that the residual variance is positively car-
related with the average return. To be more
specifie, using cross-section data the following
repression has heen estimated:

A T S
Ri= Yo+ B+ 25,

where R, is the mean rate of return of the I
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security in excess of the risk free interest rate: [3
is the svstematic risk of the f jth securily eqnmdl-
ed from fime series, using lhe following regres-
sion:

R,

= o, + /")}'Rmr + oy

where R, is the rate of return on the markel
punfoho in excess of the risk free interest rate;
S, ;7 1s the residual variance taken from the time
”-'.CTIES TCEFC“\QIUH

Using the capnal asset pricing model one
expects {in equilibrium) that vy = 0. v = R,
and y; = 0. However. virtually all empincal
evidence indicates that yg and vy, are significant-
Iy positive.

According to the capital asset p:ining_ model,
v should be equal to zero since the /™ security
varianve {and hence s residual \arzame) s a
very small compaonent of its total risk. and even
this small component is already 1aken into
account in the systematic risk, ie. in the f
coefticient, We c¢laim that the fact that yy is
significantly positive does not necessanly indi-
cale that the capital asset pricing model s
weong butl merely that the investment horizon
assumed 1n the empirical research mentioned
above is shorter than the “true™ investment
horizond In this case the relationship between
the true systematic risk (f3;) and the estimated
systematic risk /;’ is lllunraled in figure 1. Thus
one can write

Byo= B+ (B~ B = fi+ 8

where & < 0 for .1]1 values {f < Jand & >0
for ail values f3; > 1. The j™ security variance
URJ can he dunmpuch to the following two
CoOmponents

2

1. pd 2 o2
L N H TrRm * 'Sc*.‘;'

and substituting 5, = f3; + § we obtan
R e S BN
Orj = [ﬁ; + ‘S) Tgm + ‘St'.f

5l 2 il 12 2
== ﬁj Opem” + ORm ”}J - /J.'I )+ 5"-1

Thus,
2 n2 2 2
Orj = /jf Gpm T 'Su.j
4 )
In all the empincal rescarch mentioned in this paper. the
asumed investment horiron 1s less or equal 1o 1 yeor (1 week,
month. 3 months. and 1 yeark

where

"'— '5:=j +{ /3 /3 )Uﬂm

The estimated residual variance of the time
series regresslon. S, _ 1s hiased and functionaily
refated to the /M bﬁ.‘Lll!‘lH systematic risk. More-
over, we claim that [>L. < and fi; are positively

correlated. Looking again at ﬁgure I we can see

Flovar 1, — ESTIMaTED SYSTEMATIC RISK
{81 as A FUNCTION OF THE
T#ve SysTEMATIC Risk ()

. I ,
'el E 'GJ
I
i
B0 } B*0
1
|
!
l A
i "
i
1
[ o e i
:
I
|
; i
j |
o
C] | '
\45 | |
a | ﬁ'l

that through most of the relevant domain S, ;
and f3 increase simultaneously. To the m_.ﬁiu of
point a. § as well as 8 increase, hence S,/ and
f3; increase tagether. The Dppomie holds 1o the
leﬁ of point a. But this part is relatively small
and cannot change the positive correlation.
Morcover. this part will include only a few

securities since most secutities are charactenzed

by o systematic risk greater than 0.5.%

B.  Bias in the Regression Covfficients

The second bias mentioned in the Hierature is
that using the cross-seclion regression

‘ﬁj:i’ﬂ + “{]‘BJ‘}'(’J

(where again /i, is taken from an estimate using

11 is worth mentioning that Miller and Scholes (1972, p. 62)
find a positive correlation betwern the residual vanances and
the estimated syslematic risk.
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time series data.) It has bheen found that vy is
significantly positive and v 15 less than what
one would expect. That is, the ¥, estimate turms
out o be significantly less than the markel
portfolio average rute of return in excess of the
risk-free rate.

We claim that the biases in g and v may
stem from errors 1n the choiwe of a proper
horizon, causing a systematic error in the esti-
mated values of 3. This may be explained as
follows:

Bi=p—8
and using our results on the consisient mathe-
matic bias (see figure 1), cov[B.8] > 0. Thus.
the regression estimate is
2R - ﬁ)f[ﬁ_f
S (f~ B
= fi — §. Hence.
S (B Rlp =B -8+l

Yr T o~y
l S —F-85+8)

=

.,

where f

or

V (F - R)(/{,ﬂ

and, dmdm; the AUMerator and the denomina-
tor by X (f3; - /" and jooking at the probabil-
ity limit, we pel

) _uw( Sj)

4

”ﬂ

ogt 7uw(ﬁ.‘;)
3

plim ¢ =

1+

o8 %’
Since cov[R 8] = vy, - vov[B.8] we get
cov(fi.f)

P SRR
a
- i
hm == oy — e e e
P Yt .1! B 2“,\,(_!_;;&4_?%
o5" g

Clearly. if cov(ff,8) = 0. ie. if there is a
random error in the measurement of f3. then
plim ¥ = 7 (1/1 + (a5 /oz7)). This means that
4 is biased downward (se¢ also Miller and

THE REVIEW OF ECONOMICS AND STATISTICS

Schotes. 1972). Using our analysis and assuming
thai the data are coltected for shorter than the
true horizon. then cov(d. B) > 0, and we can-
not be sure of the direction of the bias. The
empirical evldenu: lends suppart to the hypath-
esis that (n5 la “) — {eovif, 8}/03 ) = 0. and
tcov(fB.8)/ ﬂ[jﬁ) <7 1. and hence ¥, is biased
downwird.

The possibility thit ¥ is significantly positive
follows immediately. The exact relationship is

Ri=yw+tnh+y
while the measured regression 18
Ro= g0+l g

Taking the probability limits of the averages of
both sides ol the above lwo regressions we gel

this yields

ot vl = o

But since /.j'j = ;- :SJ-.

g fl/g -l H 6

But ¥, < v and iooking again at fgure | one

@_ﬁ)&?m_ﬁ

)—Em—- RS = §)
(ij—ﬁ) S

may realize that § > 0 hence Yy > yp s has
been found in the empirical papers mentioned
above,

C. Measuring Ex Post Performnce
Black. Jensen and Scholes {1972} examined
the Tallowing time series regression:

R;

SR T ﬁ') Rypr + i

where «; indicates the performance of the i
portfolio. 1t has been found that in three perni-
ads n; s positive far low risk securities (f; < 1)
and «; < O for high risk securities (f; > [} In
the Tourth subperiod anslyzed the opposite rela-
tionship was found. B-J-S explain the results of
three out of the four periods by the “two-factor
model.” Namely, they maintain that «; esi-
mates. in this case the term Ei%) (1~ f;)
where 3, is an asset whose return is upcertam
but whose covariance with the market portfolio
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ing is zero. The fourth period results, which cannot  two forces may explain the fact thal sometimes
the be explained by the *two factor model,” are a; is related negatively to Bj and sometimes
an- quite easily explained in our framework. If we related positively to fi;.

The assume that the horizon used in the empirical .. o

ith- research is 100 short, then the following regres- V1. The Empirical Findings

ind sion is analyzed: The monthly rates of return for a sample of

sed 101 stocks traded on the New York Stock

R,U) = {1) + jfl)R -+ .|.“) - P
it X Bi Ry + ¢ Exchange were caiculated for the period

ive . _ _ 1948-68. That is, for each security there are 240

. where the superscript denotes the Jengih of the . . - ", *

18 . _ . N s observations: thus if R¥;y, RTia, .., R 240
horizon, assumed 10 be one time-unit. Dividing hl ' R AR T :
through by 81 we get are monthly rates of relurn on the i security,

= e < one can calculate the bimonthly rates of return,

(m (1) * & %
R o, R R%iy- R%20 s R0
[l) o Led]
/3- B;

W e where  (1+ Ry)(1 + Rig) =1+ Ry (1
of [ As R (/)/S'J, = f and we have proved thai 4 Rd)(l + R,4) = |+ R¥ (2 ete. Note that
el I a4/ 0 ”{”/ ?l we learn that on the right hand by using a horizen of two months, although we

side 6(1 /B; )/(a 7 > 0 must l(wid as R,, 15 subdivide the period 1948-68 to 120 time units
mdnpendem Uf A" Increasing S o 3“‘51 hold-  rather than 240 time units, there is no change in
ing all other pdrameter?) r.onsldni] /3 Valso  (he fength of the period covered by the empiri-
m(creases and hence(a‘ mﬁﬁ[tﬂmtrna% with  cal research, which remains twenty years. Simi-
A, For the value £ = 1, gl1is also unily: larly, if we use annual rates of return we have
hence there ts no m‘xlhtmanml bias and in  only twenty observations. ®

ne equilibrium we expect & to he equal to zero. In order to examine the theoretical findings,
Thus, we expect to find negative a; for low risk  one should identify defensive stocks and aggres-

— securities (; < 1} and positive «; for high risk  sive stocks and examine how the estimate of the
securities (f3; > 1) as has heen found by B-J-5  systematic risk of each stock varies with the
in one of lhe subperiods that they studied, investment horizon. Since many stocks are

i’ We would like to note that when the data  characterized by a systematic risk which is close
‘ ! collected are for Jonger than the true horizon, 10 1, we illustrate the relationship between the

”L; | the results are ﬂmbl.t_.uotlﬁ In this casc we systematic risk and the investment horizon with

* proved that 9/ /a8 (D« 0, ie. RJ™B™ ten stocks that were undoubledly defensive
= ﬂ(n)//g () ® and  atamupevagr (B < I) and ten stocks that were clearly ag-
< 0 since Rm( " is independent of A Unlike gressive (8; > 1).7 Table 1 indicates that the

l the previous case, it is not Llear wfqether 0} {n)  estimates fi, of the ten defensive stocks gener-
ed l decreases with BU) since " increases Wiih ally decreasc with n, as expccted by theoretical
ﬁj(n and it might be that n(n)tho increases. but ﬁndsngs. Moreqver_ lha? change in the .esumate
| at a slower rate. Thus, in lhe regression of the of the systematic risk is so sharp th"fu some of
; lvpe the defensive stocks are characterized by a

; -

ith

" R-{") = C(-" -+ [)‘-”R I,(”) + e,{") 6 As g proxy to the market portfolio we use a Fisher
Ti- arithmetic index. The rates ol return on riskless assets for
1) one cannot predtcl the sign of ,_t {m nierely on shorter periads are taken 1o be the rates of return oa Treasury
In ihe basis of the mathematical CDnb]dL tio bills, while for longer pcnod; the rates of return an riskless
! asis athematica FAtioN  yges are estimated by the yitld to maturity on Gavesnment
Ly~ given above. bonds in accordance with the assumed investment horizon.
of In fact, there are several forces causing a The rates of return on Treasury bills as well as an Government
deviat; b i 1 cal wults and bonds were taken from various issues of the Federal Reserve
A tvialion between the theoretical resuits an Butietin. The sample of shares was taken from the return file

the empirical findings. The possibility that risk-
less assets do not exist causes a bius in one
direction, Choosing a relatively short horizon
Causes a bias in an opposite direction. These

uf the CRSP 1apes.

7 Qut of the 101 stocks included in the sample only 10 stocks
have systematic risk that is below | for glinost all the horizons
and ahout the same number have been found with systematic
risk preater than 1 for almost all horizoas.
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Tanre §. — Tue Estineare oF TE SvysTEMATIC RISK 0r TEN Drrensive Stocks
Idahn Xational [irey. -
_Hurlon Puwer Awmegivan Airy . Lorillard  American Rurden, Abtuatl Stamidzrd hound  Uuntitental
fin months) Curp. Can Corp. Products Torp. Tabarca ine. Laborslory Braiuls Carp, an
1 A28 167 5281 B166 5296 LN B570 G650 6752 N
2 4012 ASED 4658 5711 45652 5912 YN 0147 Bi5l 7083
3 3796 A7R% A475 496 4003 S054 5892 %78 8773 6520
4 A329 331 L3400 A8B1 3697 G1a2 5284 H3gy 5340 6169
5 1881 2631 4428 2604 283 EETAH GILG A341 Ri¥isl 5852
6 3802 L3402 4119 4233 3706 A3 A8 LRy 5294 R
3 4322 0621 5300 4313 3020 4627 2398 RUEY) 4907 3567
‘g 232 1236 ATIT —.0636 2438 4272 A729 3323 4500 4309
12 2167 —.0l15 A5l ~ 3615 D364 335 4227 4389 BEES 2E34
15 I5RE 0102 A844 —10612 —.0365 — 6301 1243 L2008 BECIT 3526 '
16 1E 2049 S0 —1.0387 1400 REER) 1463 7473 1719 4753
0 A4z —.1563 328 —1.1855 - 060 JRER] ReFEH 002 2378 Aaor
14 1068 —. 2650 3996 —2.0036 1657 0549 2474 Ain 7426 5319
0 2210 101 2781 —2.8251 187 1360 -~ 2803 - 150 5343 536 '

0,012 when it is caleulated on the basis of
monthly rates of return to 1.683 should one
caleulate rates of rewrn for time units of thiry
months. Note that in accordance with the theo- i
retical results, f,m increases witlt » for aggres-
sive as well as for defensive stocks, The average
performance index for defensive stocks is signif- :
icantly greater than the average performance

measure {or the appressive stocks, over all a.

Nevertheless, as expected, /; increases with # for '

negative regression coefficient for large invest
ment horizons.

Table 2 demonstrates the response of the
systematic risk estimate for ten aggressive
stocks to changes in the assumed investment
horizon. For example, the estimate of the sys-
tematic visk of Lvans-Products inereases from
1.82 Tor a horizon of one month, (0 3.49 for a
twelve months horizon and to more than 8 for a
thirty month honzon. Hence, the estimated

required rate of return and the determination of
which stock is underpriced and which is over-
priced, i5 a function of the assumed investment
horizon.

Another unambiguous theoretical result 15
that the performance measure for the /'Y securi-
ty increases with the investment horizon a.
Table 3 shows that the -empirical findings con-
form peefectly with the theoretical results, The
average performance measure increases from

both calegories.

The performance index J; is an important
index employed in evaluating the ex post per-
formance of individual securities or mutual
funds. We have seen that the index [; increases
with n. However, if the performance index
increases at the same rate for all evaluated
securities, the damage induced by selecting the
investment horizon arbitrarily would be very
small, since the ranking of the securities accord-

Tane Z.--Turn Estiaatt oF Tre SysTemaric Rusk oF Tew AGGRESSIVE STOCKS ‘
Ewvany I'nited . '
Hurizon  Products Cerru a3t Uonclen Anavanda Bethlchem Slales Vatpenler Huokier Medusa
(in mamhs)  Corp, Cotp. Tndustries Inc. Carn, Steel Sl Sinet Chemicat Tartand
1 1.8252 1.8876 1.51583 1.4D91 1.2904 1.16064 11657 £.1093 1.0650 1.0108 .
2 1.R002 1.6050 L7738 1.572% 13319 11373 L1778 10790 11203 1.1431 i
3 2.1609 15189 20234 1.0586 1.1590 1.2040 L3I 11384 11241 1.1164
4 1.0293 1.629% 1LK991 1.7332 1.3045 A947 £.09352 1.0051 18647 1.3197 '
5 18435 1.6583 22407 22077 11977 1.0340 1.1037 Ah27 11016 1.275%
& 19414 1.6036 2.1564 2.2506 1.2368 11485 1.2811 11078 16907 1.0305% !
8 2.0450 1.7603 17112 26780 1.2632 11849 17164 1.1o81 1.2350 1.5629 :
10 2.0446 14159 23771 3.2640 1.1683 L2068 1.1781 B,1476 1.1098 1.4538
12 1.4508 L6676 1.3451 34419 1.4399 13672 1.6848 1OOT1 1.4250 1.8580 ‘
15 32513 2.0732 L5311 2.2901 1.5936 1.YIK 1.7893 1.8270 1.5184 1492 :
16 2.26%2 LAS26 18232 3.4655 1.3207 1.527 1.4989 10993 1.4488 2.0544 ;
20 1.8549 2.0076 4.0385 30123 667 12587 PO4G6T 6608 11361 1.7524 :
4 4.1552 30044 22391 2.6850 13506 1.2420 13561 14828 16444 1.2073 I
30 5.1048 4.0495 22277 £.2007 21563 29564 17334 14476 §.2132

16042
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TariE 3. — THE AVERAGE PERFORMANCE INDEX (Ij)

Investment Al Srocks nelmsili“lt.! Slncks :\gxru:ﬁﬂ Bincks
Hurizen (1O storks) (6] stocks) {46 stecks)
1 0017 014 Rualt
2 0025 31 018
3 3.039 043 035
4 0.054 063 039
5 0.073 088 046
6 0.0588 0.100 0851
B 0.120 0.150 076
10 0.146 0.164 099
12 0,133 0.152 109
t5 0.150 0.175 131
16 0265 0.336 .169
20 0575 0778 214
b 0.526 0.709 221
iy 1.683 3.281 234

ing 10 their ex post suceess should not change
when one varies the investment horizon. Unfor-
tunately. /; does not change at the same rate.
and the performance measure is i direct [une-
tion of the selected invesiment horizon,

Using ex post datn we ran the {ollowing
regression for various investment horizons,

=y +nh+nS.,

where Bj and the residual variance S',,f ire
taken from the frst-pass regression. Il the capi-
tal asset pricing maodel provides satisfactory
results we expect yg = Oy = K, v2 = 0, and
a relatively high R*, We found that yg is posi-
tive, and that one cannot eliminate this factor
by changing the investment horizon. For hori-
zons less than two months v, is not significantly
different from zero and the R? is quite low. For
horizons of three and four monihs, we conciude
that y; is not significant. a fact that 1s consistent
with the capital assct pricing model. However.
in this case the R* vajues are only 13% and 15%.
fespectively, and hence only a small part of the
variability is explained. an unsatisflactory fea-
ture, For larger horizons (n 2 5}, both v, and
¥ are positive and significantly different from
zero,

Thus, by changing the investment horizon we
tould not reconcile this disparity between the
Capital asset pricing model and the empiricul
findings. However. in spite of the fact that we
tannot find 2 horizon that yields satisflactory
results, the coefficients yg. v), ya are not invari-
4 to the investment horizon. In particular,

note that R? increases with the horizon; it is
only 6% for a one month horizon and 34%-43%
for horizons greater than one year,

Concluding Remarks

Theoretical models and empirical resulis may
differ for many possible reasons. However, in
some respects, the cmpirical evidence taken
from the market deviates systematically from
the theoretical model, a phenomenon that lends
support 10 the hypothesis that there is some
common error in the way in which empirical
research has been carried out. Indeed. we have
found that the investment horizon for which
data are collected plays a crucial role und has a
areat impact on both the regression coefficients
and the performance indices. The investment
horizon, implicitly assumed in the empirical
research, ranges from one week to ane year.
When the “true” investment horizon 1s no long-
er than the investment horizon used in the
empirical research, one can explain many of the
deviations between the empirical results and the
capital asset pricing model by the mathematical
bias stemming from the fact that relatively short
horizons have been selected.

Using an investment horizon shorter than the
true horizon causes a bias in the systemalic risk,
However, the cioser the true systematic risk is to
1, the smaller the deviation. Stnce this deviation
is positively correlated with the residual vari-
ance of each security. it ulso provides a theoret-
ical explanation for the fact that the coefficient
of the residual variance may be significantly
positive,

Deviation from the true horizon alsa explaing
the empirical biases in the intercept as well as in
the coefficient of the systematic risk, as mea-
sured from a cross-section regressioi,

Ranking securities according to the Reward
10 Volatility is also biased as this performance
index is functionally related to the invesunent
horizon assumed. Thus, one security might
show a better performance than another on the
basis of monthly data, while the opposite rela-
tionship would be obtained if yearly dara had
been selected.

From the empirical part of this paper we can
draw two mamn conclusions. First, the assumed
investment lorizon has a crucial impact on
estimates of the systematic risk of securities as

Attachment D
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well as on their performance indices over the
1948-68 period, The systematic risk of defensive
stocks tends to decline while that lor aggressive
stocks tends to inerease with increases in the
investment horizon. The impact of an increase
in that horizon on the performance index is in
the same direction for aggressive and defensive
stocks; the higher the assumed investment hori-
zon, the higher the performance index. The
second conclusion has rather negative implica-
tions. By trying various horizons we could not
reconcile the gap between the capital asset
pricing model and empincal evidence. In sec-
ond pass repressions the intercepl i§ positive
and significant for most horizons, the cocflicient
for systematic risk is smaller than hypothesized
by the CAPM and the coefficient for the resid-
ual variance s positive and significant. Yet, the
estimate of the parameters as well as the coeffi-
cient of correlation are functions of the as-
sumed investment horizon and one cannot
choose arbitrarily the time units for which rates
of return are calculated,
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by Gabriel Hawawini

interval Ghanges

A security’s beta may vary substantially depending upon whether it is estimated on
the basis of daily, weekly or monthly returns. For instance, for the four-year period
January 1970 to December 1973, Eastman Kodak had a beta of 1.25 based on daily
returns, but a beta of 0.93 based on monthly returns.

In general, the betas of securities with a smaller market value than the average
of all securities outstanding (the market) will decrease as the return interval is shortened,
whereas the betas of securities with a large market value relative to the market will
increase. This suggests that betas measured over return intervals of arbitrary length
will tend to be biased. In particular, securities with relatively small market values may
appear to be less risky than they truly are, whereas securities with relatively large market

values may appear to be more risky than they truly are.

& ODERN Partfolio Theory (MPT)} tells
{| us that a security’s historical rates of
¢ i return can be used to estimale its sys-
tematic risk—i.e., its beta coefficient. MPT does
not tell us, however, if these rates of return
should be measured over a day, a week, a month
or any other length of time. Several researchers
have shown that this is not a trivial issue.!
Beta coefficients have in the past generally been
estimated using monthly returns, mainly because
these data were the most readily available.® To-
day, betas may be estimated using weekly or
even daily returns. As Table | indicates, however,
a beta based on daily returns may differ substan-
tially from a beta based on monthly returns, even
if both betas are estimated over the same fixed
calendar period. '
Here, betas for the four-year period January
1970 1o December 1973 have been estimated us-
ing 50 monthly returns, 1,009 daily returns and
various combinations of weekly returns. For the
first firm on the list, Wayne-Gossard, beta based
on monthly returns is 0.976, whereas the daily

1. Foolnotes appear al end of article,

Gabriel Hawavoini is Professor of Finance ol Baruch College
of the City University of New York and The Evropean in-
skitute of Business Administration, Fontainebleau, France,

beta is 0.459—a decrease of about 53 per cent. In
the case of Eastman Kodak, on the other hand,
beta increases by 34 per cent—from 0.932 to
1.251—~when the return interval is shortened from
a month to a day.

This article presents a simple model that ex-
plains why estimates of beta depend upon the
length of the return interval. This model also
predicts the direction and the strength of the
variations in estimated betas. Specifically, T will
show that when the return interval is shortened,
the following occurs: Securities with a smaller
market value than the average of all securities
outstanding (the market) will generally have a
decreasing beta, whereas securities with a larger
market value than the average of all securities
outstanding will generally have an increasing
beta. The implications of this phenomenon for
portfolio performance evaluation and estimation
of the Security Market Line and the market price
of risk reduction are examined.

What Causes Beta to Shift?

A major factor responsible for shifts in estimated
betas is the existence of intertemporal (noncon-
temporaneous) relationships between the daily
returns of individual securities and those of the

FINANCIAL ANALYSTS JOURNAL / MAY-JUNE 1983 3 73
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Table I Betas Estimpted on the Basis of Various Return Intervals*
{lanuary 1970-December 1973)
Monthly Triweekly Risecekly Weekly Daily
Beta Beta Beta Beta Beta
Wayne-Gossard 0.976 0092 0.985 (1654 0.459
aich. Seamless Tube 0.973 0.883 0.917 0.784 0.433
Publicker [nls. 1.521 1.491 1.513 1.277 1.006
Great West. United 2.49 231 2,132 1.91% 1.442
Family Finance 1.268 1.324 1.212 0.821 0,795
Bebbie Brooks 1.874 1.889 1.818 1.592 1405
honogram Inds, 2.950 2.887 2.844 3.403 2144
Faboerge 1.882 1.51] 1.511 1.416 1.449
Dillingham Corp. 1.004 1.164 0.990 0.750 0,725
Vornado 2.329 1.628 2,170 1.823 1.765
Big Three Inds. 1.339 0,970 1.283 0.969 0.712
Cabot Corp. (.752 0.898 0.844 0,805 0.756
General Development 1.423 1.628 1.657 1.282 1.358
Addresso-Multigraph 2.094 2.341 1.566 1.414 1.733
Great West, Financial 2.246 1.820 2,043 2158 1.917
Colgate-Palmelive 1131 1.002 1.011 0.958 0.850
Aluminium Ca. of

America 1.115 1.27} 1.118 1.150 1.118
Shell O £.930 1.093 0.827 0.860 0.742
Kresge, 5.5, 1.180 1.326 1.299 1.308 1.237
Eastman Kodak {932 {1839 0.958 1.166 1.251

"Returns are sovasured as the logarithm of investment relatives. Markel returns are those of the S&P 500. All belas are statistically significant
at the B por cent level.

poraneous correlation. [ call this ratio the
“geratio”’ of a given security.

The g-ratios of Wayne-Gossard (WG) and
Eastman Kodak (EK), for example, are derived
as follows:

general market, Securities’ daily prices do not
move in unison; some stocks may lag behind the
general market movement, others may lead it.
Previous research has suggested that the fun-
damental cause of these intertemporal cross-
correfations is friction in the trading process,
which delays the response of securities” prices to

PWem + bivim _ 0106 + 0.060

new information.t qwa = WG = D143 = 1.161 .

Table 11 presents some evidence of this . »
phenomenan. Here the first column gives the o = PEEm t PEKm _ 0.094 + 0.189 0.452
5 lER = = 452,

0.626

contempoeraneous correlation coefficient (o)
between daily security returns and the daily
returns of the Standard & Poor’s (58P} 500, used
as a proxy for the market, m. This coefficient
measures the simultaneous association between
a seciirity’s daily price movements and those of
the 5&P 500, The second column gives the in-
tertemporal correlation coefficient with a lag of
one day (). This measures the strength of the
association between today’s securities’ returns
and those of the 5&P 500 one day earlicr; in this
case, changes in individual prices lag movements
in the 5&P 500. The third column gives the in-
tertemporal correlation coefficient with a lead of
one day {p;).* The last column gives the ratio
of the sum of the two intertemporal correlation
coefficients to the contemporaneous correlation
coefficient; it is a measure of the strength of in-
tertemnporal cross-correlation relative to contem-

i

I

OEK,m

The 5&P 500 itself has a measurable g-ratio,
which is equal to:

-3 +1

-1
_ Pmm T Pam 2pm
Oy = =

[ min ‘1

= 2(0.285) = 0.570 ,

where pph = phl = the autocorrelation coeffi-
cient with a lag of one day in the 5&I° 500, whose
value was found to equal 0.285 over the period
January 1970 to December 1973. Since the con-
temporaneous price movements of the S&P 500
are perfecily positively correlated with them-
selves, ppym = 1, hence the g-ratio of the 5&P
500 equeals twice its autocorrelation coefficient.

Importance of the g-Ratio
The presence of daily intertemporal cross-
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Table I Daily Correlation Coefficients and g-Ratios
{January 1970-December 1973)
Fim ‘Jin} pl-;ni Tim

Wayvne-Gossard 0.143 0.106 0.060* 1.161
Mich. Seamless Tube 0.165 0.177 0.044~ 1.321
Publicker Inds. 0.281 0.130 0.108 0.981
Great Woest, United 0.233 1.131 0.096 0.974
Family Finance 0.248 0.200 0.046" 0.092
Bobbie Brocks 0.339 0.108 0.300 0.614
Monogram Inds. 0.439 0.119 0.166 0.621
Faberge 0,337 0.087 0.134 0.064
Dillingham Corp. 0.192 0.119 0.047~ 0.885
Yarnado +.391 0,225 124 0.893
Big Three Inds. 0).355 0.219 3.090 0.870
Cabot Corp. (.324 0,175 0.037 0.4654
General Development 0.328 0.101 0.132 0.710
Addresso-Multigraph 0.404 0.074 (.168 0.599
Greal West., Financial 0.546 0.176 0.180 0.652
Colgate-Falmolive 0.334 0,164 0.047* 0.632
Aluminium Co, of

America (437 0.148 0,112 0.569
Shell il 0,394 0.198 0,110 0.782
Kresge, 5.5 0.505 0.137 0. 168 0.608
Eastman Kodak 0.626 G.094 0.189 0.452
L& 510 1.000 0.285 0.285 0.570

“Staiistically insignificant at the 5 per cent feved

correlations, whose relative strengths are
measured by the g-ratio, causes beta estimates to
be related to the length of the return interval. The
beta coefficient of security i {3;), estimated over
return intervals of T-day length, is defined as the
ratio of the T-day covariance {g;,,(T) between the
returns of i and those of the market index m to
the T-day variance (o},(1) ) of the returns of the
market index, or:
aitn(T)

Bi(Ty = ol ()

The appendix demonstrates that a;,{T} can be
expressed as a function of the daily covariance
a{1), the length T of the return interval in
davs, and the security’s g-ratio (g,) according
o

Uim{T) = aim(])[T -+ (T—l)qimi . (2)

An analogous expression can be derived to relate
the T-day vartance of,(T} to the daily variance
0f,(1) as well as T and q,, such that:

Uf!\('r) = (1) [T + (T“qu} , {3)
where
Um = 2”:;1] ’

that is, twice the first order daily autocorrelation
coefficient.

Substituting Equations (2) and (3} in Equation
{1) gives:
T DT+ (T~ 1)tgyin]
(DT +(T~1)qm]

\T'*' (T'" 1 )qim
Ta({T-Day,

B{T) = = (1 #)
Eguation (4) clearly shows how intertemporal
cross-correlations affect beta as T varies. First,
consider the simple case in which the security’s
g-ratio and the market’s g-ratio both equal zero.
In this case, the security’s beta over the measure-
ment interval will equal its daily beta, regardless
of the length of the return interval. In this highly
unlikely situation, beta will be invariant to the
length of the return interval. Beta will also be in-
variant when the security’s q-ratio is non-zero
and equals that of the market index. This situa-
tion may possibly arise. In general, however, a
security’s g-ratio will differ from the market’s,
causing Deta to change as the return interval
varies,

Predicting Direction and Strength

of a Beta Shift

For which securities will beta rise, remain con-
stant or fall as the return interval changes? How
strong will the variation in beta be? To answer
these questions, we measure the change in the
numerator of Equation (4) with respect to the
denominator; that is, we measure the response
of 8(T) to a small change in T. We have:
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dgy(T)
dT

— ‘,3|(1)‘q1m - qm]
IT+{T~1Dgm}*

5

For beta to decrease as T is shortened, the
change must be positive. This will occur
whenever the security’s g-ratio is larger than the
market’s. For beta to increase as the return in-
terval shortens, the change must be negative.
This will occur whenever the security’s g-ratio is
stialler than the market’s, Furthermore, beta will
decrease faster the larger is the security’s g-ratio
relative to the market's, and it will increase faster
the smaller the security’s g-ratio is relative to the
market’s.

Consider, for example, Wayne-Gossard and
Eastman Kodak. The former has a g-ratio of 1.161,
far in excess of that of the market index (0.570).
As the return interval is shortened, its beta
should decrease at a faster rate than the beta of
other securities with q-ratios exceeding 0.570 but
smaller than 1.161. This is indeed what we
observe (see Table I). Eastman Kodak has a ¢-
ratio of 0.452, below that of the market index. Its
beta should increase as the return interval is
shortened. This is again what we observe from
Table I. The g-ratio of Aluminium Co. of America
equals 0.569 (Table I}, which is approximately the
value of the g-ratio of the market index. We
should expect its beta to remain constant as the
return interval varies, and this is indeed the case.

Is there a faster way to tell i beta will shift up-
ward or dewnward? In other words, is it possi-
ble to predict the direction of the shift in beta
without knowing its g-ratio? In fact, a security’s
g-ratio is inversely related to that security’s
market value of shares outstanding (MV50).°
This means that securities with large MVSO
(relative to the market average) will have small
g-ratios in comparison to the market. Those with
small MVSO (relative to the market average) will
have high g-ratios in comparison to the market.
Therefore, we may use MVSO (a proxy for a
security’s relative market thinness) to determine
the direction of the shift in beta, Eastman Kodak,
with a large MVSO (relatively small g-ratio), will
have an increasing beta, and Wayne-Gossard,
with a small MVSO (relatively high g-ratio}, will
have a decreasing beta, when the return interval
is shortened. Table 11, which lists companies in
increasing order of MVSO0, illustrates that g-ratios
do indeed have a tendency to fall as MV5O rises.

Implications for Analysis
Because beta estimates depend upon the length
of the interval used to measure securities’

Response No. MCC-200
Attachment £

returns, any computation that incorporates beta
may also be affected by the length of the return
interval. This includes risk-adjusted measures of
investment performance. Consider the perfor-
mangce index suggested by Treynor.* It is the ratio
of a portfolio’s excess return to its beta. Because
beta depends upon the return interval used, so
will the performance index. Furthermore, since
betas do not usually shift in the same direction,
the ranking of portfolios according to the Treynor
index may differ depending upon the return in-
terval used.

Another implication concerns the estimation of
the Security Market Line of Sharpe and Lintner.”
From an estimated SML., one gets the value of
the market price of risk reduction (MPR}—that is,
the estimated markel reward associated with an
increase in each unit of risk. If one obtains a mon-
thly estimate of MPR, then it will usually be in-
correct to convert this number to an annual basis
by simply multiplying by 12.* Likewise, a month-
ly estimate of MPR cannot usually be converted
to a weekly MPR by simply dividing by four.

Finally, because of intertemporal cross-
correlations between securities’ price move-
ments, beta estimates will generally depend upon
the length of the return interval, implying that
betas measured over return intervals of arbitrary
length are biased. In particular, securities with
farge MVSO (relative to the market average) will
have estimated betas that are biased upward,
whereas securities with small MVSO (relative to
the market average) will have estimated betas
that are biased downward.® Hence securities with
relatively small market values may appear to be
less risky than they truly are, whereas securities
with relatively large market values may appear
to be more risky than they truly are,™” B

Footnotes

1. See, for example, Bruce D. Ficlitz and Myron T.
Green, "Shortcomings in Portfolio Evaluation via
MPT,"" Journal of Portfolio Management, Summer
1980, pp. 13-19; Gabriel A. Hawawini, "'Intertem-
poral Cross Dependence in Securities Daily
Returns and the Short Run Intervaling Effect on
Systematic Risk,”” Journal of Financial and Quan-
titative Analysis, March 1980, pp. 139-149; Cheng
F. Lee and K. Morimune, "Time Aggregation,
Coefficient of Determination, and Systematic Risk
of the Market Model,”* The Financial Review, Spring
1978, pp. 36-47; David Levhari and Haim Levy,
""The Capital Assel Pricing Model and the Invest-
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Market Price of Risk,"’ Economics Letters, 1980, pp.
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See Hawawini, “'The Intertemporal Cross Price
Behavior of Common Stocks."’

Recent research has suggested some techniques

that can possibly be used to correct for this return
interval bias. See Kalman Cohen, Gabrie
Hawawini, Steven Maier, Robert Schwartz and
[avid Whitcomb, "“Estimating and Adjusting for
the Intervaling-Effect Bias in Beta,”" Muanagement
Science, forthcoming; Elroy Dimson, “'Risk
Measurement when Shares are Subject to Infre-
quent Trading, " The Journal of Financial Econonrics,
1979, pp. 197-226; and Myron Schales and joseph
Williams, “Estimatling Beta from Non-Synchro-
nous Data,’’ Jeurnal of Financial Economics, 1977, pp.
309-327.

Appendix
Derivation of Equation (2)

To derive Equation (2), write the T-day covariance of

the ith security’s returns with the returns on a market

index (m) as a function of daily returns:
-1 I

tim, (T) = Covire-kir TiT—u,m)

ko u=y

{Al}

Equation (A1) is a TxT cross-covariance matrix. Assum-
ing stationarity, its diagonal elements are all equal to
the daily contemporaneous covariance denoted a;,,(1),
and there are T of those. The off-diagonal elements are
intertemporal cross-covariances, Under stationarity, all
intertemporal cross-covariances for which the dif-
ference k—u = +1 are equal o pilo(L)op{1), and
there are (T—1) of those. We have assumed that for
k—u> +1, intertemporal cross-covariances are zero.
Likewise, all intertemporal cross-covariances for which
the difference k—-u=-1 are equal to n{,flai('l)am(}),
and there are (T~1) of those. Again, fork—-u< -1, in-
tertemporal cross-covariances are zero. From this
discugsion and Equation (Al) it follows that:

il T) = Toi(D) + (T=Do fmos( Dopnd 1)
+ (T=Dp o Dom(1)

from which Equation (2) in the text follows directly,
because

gl Do(1) = aim(1)¥pim
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146 Myron |. Gordon

7.6 Conclusion

This chapter has provided the basis for questioning the validity
of the PCCM leverage theorem and the PCCM and traditional
dividend rate and stock financing theorems. In the process, &lte!tna-
tive hypatheses about the relation between share yi.eld (and price)
and these financing policy variables have been indicated. '1?he
following chapter undertakes the development of a stock valuati‘on
and cost of capital model which incorporates these alternative

hypotheses.

8

The Cost of Capital in Imperfect
Capital Markets

Recognition of the fact that capital markets are not perfectly compet.-
itive requires significant departure from the line of attack followed
in the previous chapters in arriving at a utility's cest of capital.
In perfectly competitive capital markets the cost of capital is
independent of the level and financing of the firm's investment
and is egual to the leverage-free yield on the firm's stock, Cost
of capital determination under the theary involved little more than
measuring share yield.

The traditional theery deparis from the PCCM theory only in
the leverage assumption; the cost of capital is a function of the
utility's leverage rate, However, in implementing the theory the
practice is to fix the leverage rate on the basis of sxogenous
considerations. Consequently, given the leverage rate, the cost of
vapital here also is independent of the level and financing of
investment, and the only problem is measuring share yield.

We have seen that the yield at which a utility's stock sells is
an increasing function of its retention and stock financing rates
as well as of its leverage rate. Knowing a share's yield under the
firm's existing investment and financing policies does not tell us
what the yield would be under alternative policies. What is more
important, knowing share yield, even under the desired investment

147
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148 Myron §. Gordon

and financing policies, does not tell us the cost of capital. All
we know is that, with share yield a function of investment rate,
the marginal yield investors require at any investment rate is above
theaverage yield at that investment rate. Our task then is to construct
a share value mode! which correctly represents the influence on
share price of a utility’s investment and financing policies. Manipu-
lation of the mode! will provide the yield at which the share sells
for any combination of investment and financing policies.

Given this model of share valuation, how should it be used to
determine a utility's cost of capital? There are two answers to this
question depending on the policy adopted by the regulatory agency.
Under one policy the agency sets the allowed rate of return under
the constraint that the utility may take it as given in making ifs
investment and financing decisions. The utility makes these deci-
sions with the objective of maximizing share price. Under the other
policy the agency recognizes the bilateral monopoly relation with
the utility and adjusts the allowed rate of relurn in response to
changes in the utility’s investment and financing decisions to maks
the price of the stock independent of these decisions. It will he
seen that the bilateral monopoly policy results in a lower cost of
capital and also requires less information to implement than the
alternative policy, which we call the constrained policy.

The pages that follow will develop the imperfect capiial markets
stock value model and arrive at the cost of capital from each
source—retention, debt, and sale of stock—under the constrained
and the bilateral monopoly regulatory policies. The following
chaptars will test the model, estimate its parameters, and provide
Hllustrative estimates of the cost of capital from sach source under
both policies.

8.7 Relention Share Value and the Cost of Capital

Our fundamental and perfectly general stock value model is that
the price of a share is the present value of the expected future
dividends. With the current dividend {1 — 5 Y and with the
assumption that the dividend is expected to grow forever at the
rate g = br, our stock value model becomes

1-b8Y

P=
k- br

{8.1.1)
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"I‘he evidence in chapter 6 established that rather than k being
independent of g, it increases with g. If we assume thal k is a
linear function of g,

k=a,+a, b {8.1.2)
ay is the yield at which the share would sell in the absence of

growth and the growth coefficient a, > 0. Substituting Eq. (8.1.2)
for k, Eq. {B.1.1) becomes

. {1-by
P Ty (8.1.3)
Taking the derivalive @ P/a b we find
g P
-V = [[1_31]1-““0]' (8.1.4)

ab  [agp+ (o, — 1)br]?

This equation states that price increases with retention if (1-o,)r
> ;. This implies that a firm should retain all of its earnings
ifr>0,/(1 - «,) and retain nothing if r < ep /{1 — a,).

The alternative hypothesis to a linear relation between k and
g is that kincreases with g by increasing amounts, This assumption
is plausibly and conveniently represented by the expression

k=br+1/[a,e™?]. {8.1.5)

1/ey is the yield at which the share would sell when br = 0§ and
a, > 0. As br increases k may fal] at first, but beyond some value
of br, kwill increase with g in decreasing amaunis.? An interesting
property of this function is that k — br falls as br increases,
asymptotically approaching zera as br — =. Figure 1 illustrates
how kand k — g vary with g. k~ g is the vertical distance belween
the curves marked k and g.

Eq. (8.1.5) isa plausible expression for k since k — g, the dividend
yield, approaches but never reaches zero as g rises. By contrast,
for small values of o,, the Eq. (8.1.2) value of k may result in

'k is minimized at br = {1 /0, Jinle, Ju,).
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150 Myron §. Gordon

Yield

k = Share yield

g = Growth rate

k — g = Dividend yield

Growth rate

FIGURE 1. Variation it Share Yield and in Dividend Yield with the Growth Rate

k — g = 0 for some value of g, Eq (8.1.5) is convenient for a
number of reasons, as will be seen in the course of what follows.
Substituting the equation for k in Eq. (8.1.1) results in

P= 41~ b)Yent. (8.1.6)

This equation states that P is the multiple «, of the dividend when
br = 0, and the multiple increases with g = br. The coefficient
o, may be looked on as the price the market is willing to pay
for growth,

Eg. (8.1.6) is linear in the logarithims; herice, linear regression
analysis of sample data may be used to estimate the values of the
coefficients a, and «,. This equation and the related Eq. {8.1.5)
for k have iwo clear advantages over the Eq. (8.1.2) expression
for k. With k a linear function of g we are led to an estimating
equation of the form
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=a,ta, gt ... {8.1.7)

|

In Eg. (8.1.7) the change in price with growth is an increasing
percentage of the price, butif P/ is made the dependent variable,
the change in price is a decreasing percentage of the price as g
increases. By contrast, in Eq. {8.1.6) the change in price with growth
is a constant percentage of the price, and it is the same with P,
P/D, or D/P the dependent variabie., This is the first advantage.
The second is that in Eq. {8.1.8) the least squares estimates of the
coefficients minimize the squared ratios of the actual to the estimated
priceor dividend yield. Eq. {8.1.7) minimizes the squared differences
between the actual and estimated dividend yield, which will not
necessarily make the error expressed as a percentage of the price
independent of the price.?

Taking the derivate @ P/3 b in Eq. (8.1.6) and setting it equal
to zero, we find that share price is maximized when

b=1-1/e,r (8.1.8)

Hence, when k is given by Eq. (8.1.5) there is an optimal retention
rate which increases both with the rate of return on investment,
r, and with a,, the index of the market's willingness to pay for
growth in the dividend.

Let us assume that the regulatory agency allows the utility the
freedom to make whatever retention decision it wishes given the
rate-of return decision of the regulatory agency, Since the objective
of the utility is to maximize the share price, Eq. (8.1.8) provides
the utility's retention rate as a function of the agency’'s return
decision. Solving the equation for r, we find that

r=1/e,(1 - b) (8.1.9)

21t is elso true (hat the least sguares estimates of the coefficients of Eg. {8.1.7)
with D/ 2 tha dependent variable differ from the coefficients with P/ D the dependent
variable so that given values of I? and g produce different values of P depending
en which set of coefiicients are used. By contrast, when Eq. [8.1.6) is used it does
nat matier whather I/ P or P/ is made the dependent variable,
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152 Myron |. Gordon

is the return on common equity the utility must be allowed ta
earn to persuade it to retain the fraction b of its income. It is clear
that r increases with b

A retention rate of b and a return on common equity equal to
r produce a rate of growth of brin the common equity and assets,
Hence, the investment rate is br. To illustrate the model, assume
that «, = 15 and that the desired investment rate is .05. Multiply
both sides of Eq. (8.1.8) by b, set br = .05, set «, = 15, and solve
for b; the result is b = .43, With br = .05, the solution for r =
.117. If the demand for service requires a rate of growth in assets
of br = .04, the combination of b = .375 and r = ,106 maximizes
share price at the required investment rate,

Recall that the above solution for the rate of return allows the
utility to take the rale of return on common as given in making
its retention decision. Under this assumption, with the debt-equity
ratio fixed and with retention the only source of equity funds, the
utility's cost of capital may be determined as follows. With no
debt in the capital structure, r = x, and Eq. (8.1.9) provides a firm's
cost of capital. With a leverage rate of B/E and the coupon rate
of interest equal to ¢, we have r = x + (x — ¢} B/E. Substituting
this expression for r, the cost of capital is

zZ=x= ! + cB/E {8.11
YT e -b(+B/E) 1+ BIE 1.10)

Since the investment rate is an increasing function of the retention
rate when there is no stock {inancing and the leverage rate is fixed,
it is clear from Eq. (8.1.10) that the cost of capital is an increasing
function of the investment rate. It alse can be shown that the cost
of retention capital for any value of b falls as the given leverage
rate is raised as long as 1/a,{1 — b) is greater than the coupon
rate of interest.

8.2  The Bilateral Monopoly Cost of Retention Capital

The previous section established a utility’s cost of retention capital
if the utility may take the allowed rate of return as given in deciding
its retention rate. However, there is a bilateral monapoly relation
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between the utility and the regulatory agency. The latter may adjust
the allowed rate of return in response to the retention rate selacted
by the utility, The consequences of each of these regulatory policies
for the cost of capital, its relation to share yield, and the market-book
value relation now are examined.

Figure 2 presenits share price as a function of the retention rate
for alternative values of the sllowed rate of return. The retention
rate b is on the horizontal axis, and share price Pis on the vertical
axis. The harizontal line Eis the book value per share. If the allowed
rate of return is set at r,, share price is maximized al a retention
rate of b,, and the investment rate is b,r,. Similarly, b, and b,
are the optimal retention rates when r, and r, are the allowed
rotes of return. It is clear that the price of the stock and the welfare
of the stockholders are increasing functions of the investment rate
needed to satisfy the demand for service. Stimulaling the demand

Share
price

\\ \ ry
Ty Tz

b, by b, by Retention
ratio
FIGURE 2. Comparisan of Constrained and Bilateral Monopoly Cost of Retention
Capifal
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154 Myron |. Gordon

for service and/or increasing the capital requirements to meet the
demand for service benefit the stockholders.

Assume now that the regulatory agency decides to adjust the
allowed rate of return on assets (and common, given the debt-equity
ratio) to keep the price per share of the common stock equal to
its book value. Furthermore, let the investment rate that satisfies
the public’s demand for service be g = b; r,. If the regulatory agency
knows this and if it knows the coeificients of Eq. {8.1.6), it will
set the return on assets so that the return on common r = r,,
If the utility sets b = b}, the result will be an investment rate
that satisfies the demand for service and P = E,

The utility well may recognize that with r = r; setting b = b,
< by willresult in a higher price pershare. However, the management
knows that if it sets b = b, the regulatory agency will reduce
r from r, to r;, and the combination b,r, results in P = E once
again. The management might just as well set b = b; and provide
the investment rate that satisfies the demand for service. The
stockholder, of course, is indifferent to the retention rate since the
price of the stock is independent of the retention rate. Furthermors,
the dividend plus the growth in price during the coming period
divided by the curmrent price will be exactly equal to the yield
he requires on the stock regardless of the retention rate.

What if the utility management refuses to accept the regulatory
agency's policy of maintaining P = E? With r = r,, the management
sels b= b,, and when the agency reduces rto r,, the utility counters
with & = b, < b,. The downward spiral continues until b = 0
or a positive b maximizes share price at P = E. The stockholders
have gained nothing, but the investment rate is inadequate to meet
the demand for service, If the public's dissatisfaction with inadequate
service can be turned against the agency, it may be forced to give
up the policy that maintains P = E. Although this possibility cannat
be denied, it would seem that the relative power position of a
regulatory agency committed to the public interest would enable
it to enforce its policy. However, it must be acknowledged that
where a bilateral monopoly exists considerations outside the scope
of economic theory, narrowly defined, enter into the solution that
will obtain.

Under a bilateral monopoly policy the agency need not burden
itself with the difficult tasks of estimating the demand for service
and the coefficients of Eq. (8.1.6). The agency need only concern
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itself with keeping the market value of the stock equal to its book
value. With stockholders indifferent to the investrnent rate, the
managemen! may just as well keep consumers happy by selecting
the investment rate that satisfies the demand for service, Since
the utility management is likely to be better informed on the demand
for service than the agency, it would seem advisable for the agency
to follow this simple policy. The only argument against leaving
the responsibility 1o the management is that the manapement may
inject its own preference into the decision. The bias then would
be in the direction of a higher investment rate since growth provides
various benefits to a3 management. However, canrying this policy
too far may destroy the utility’s monopoly position. Raising the
investment rate increasss the price of the product due to the higher
capital base and the rise in the required rate of return. At some
peoint the demand for service may not be equal to the supply at
a price which covers the cost of the required capital, and the utility
is in the position of a competitive lirm that has overinvested.

To see the implications of this policy for the cost of capital and
allowed rate of return, set P = E, substitute ¥ = Er in Eq. (8.1.8),
and rewrite it as follows:

r=1/a,(1 — b)e*:™ (8.2.1)

Comparison with Eq. (8.1.9) reveals that when b = 0 the two values
of r are the same if o, = o,. f a, > a, the bilateral monopoly
solution results in a lower rat b = 0. As b rises both the Eg.
(8.2.1]) and the Eq. (8.1.9) values of rrise, but the bilateral monopaoly
value rises less rapidly due to the presence of the exponential term.

All the relevant considerations support the bilateral monopoly
approach to regulatory policy. The cost of capital is lower, and
the utility has no inducement to overinvest or underinvest, Further-
more, the regulatory agency has two alternative and complementary
courses of action in implementing the policy. The agency can
estimate the investment rate that satisfies the demand for service,
set brequal to that value in Eq. {8.2.1), and solve for r. Alternatively,
the agency can rely on the possibly superior information available
to the utility on the investment rate that satisfies the demand for
service end simply adjust the allowed rate of return to keep the
market-book value ratio equal to one.
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156 Myron J. Gordon
8.3 leverage Share Value and the Cost of Capital

The presence of leverage in the capital structure is recognized
by adding a leverage rate variable to Eq. {8.1.6) as follows:

P=ay(1 ~ b) Ye=rbrgo:R/E (8.3.1)

The leverage rate, B/E, is based on the book values of the debt
and equity since the empirical work of the previous chapter provided
no basis for believing that market values should be used. Given
the dividend and its growth rate, an increase in leverage and the
risk associated with it should cause the share price to fall. Hence,
we would expect that «, < 0. With this form of the function the
share price goes down by «, percent for every 1 percent increase
in the leverage. In consequence, share yield increases by increasing
amounts as leverage rises, Fzra Solomon [43] and most other
advocates of the traditional theory postulate a relationship of this
kind between leverage and share yield. By contrast, the linear
regression of share yield on leverage and other variables implies
that the rise in share yield with leverage is independent of the
leverage rate.

Leverage has a favorable impact on share price through its impact
on earnings and return on investment since ¥ = Erand r = x
+ (x = c)B/E. Assuming for the moment that b = 0, Eq. {8.3.1)
can be written

P/E= a,[x+ [x— c)B/E]e=¥E (8.3.2)

Dividing both sides of Eq. {8.3.1} by book value so that the market-
baok value ratio is the dependent variable facilitates the analysis
that follows. Taking the derivative of P/E with respect to leverage
results in

a(P/E)

e r——— w,B/E
S575) [ope:o/E] x

éc B
[{x—— a){1 + u, B/E) “m"ﬁ:ﬂ' o zx]. {8.3.3)
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We are interested in whether P/E is maximized at some value
of B/E and, if so, what that value is. The second order conditions
necessary to answer the first question are extremely difficult to
evaluate. However, we can proceed as follows. Eq. [B.3.3) is positive
at (B/E) = 0 if —a, < (x — ¢}/x. Since o, < 0 and is very small
in absolute amount relative to {x — c}/¢, this condition is easily
satisfied. At (B/E) = 0 it is possible that éc/8(B/E) is zero or
negative, but when B/FE passes some value, dc/d(B/E) becomes
positive, and it rises by increasing amounts. Hence, P/ E does reach
a maximum at a finite value of B/E. Over this, the relevant range
of B/E, we find its optimal value by setting Eq. (8.3.3) equa! to
zero and solving for B/E The result is

B X—C+o,X
== ) (8.3.4)
E —a,{x—c}+dc/a(B/E)

The optimal leverage rate increases with x — ¢, and it decreases
as ~o, and ac/a(B/E) are raised.

The cost of debt capital is obtained by setting Eq. {8.3.3) equal
to zero and solving for x instead of B/E. The resull is

o clt + «,(B/E) + ¢c/a(B/E}]
FEx= 1+ a,+a,{B/E) ) (8.3.5]

With o, < 0 it can be shown that the cost of debt capital increases
‘with the interest rate and with the leverage rate. The cost of capital
also increases with —o,, the leverage risk coefficient, and with
the response of the interest rate to changes in leverage.

It should be noted that the interest rate in the above model is
the coupon or imbedded rate of interest. If the current interest
rate is above the coupon rate, the latter will move over time to
equality with the current rate. Hence, for a given leverage rate,
the appropriate value of the coupon rate is a weighted average
of the coupon and current interest rates, The weights depend on
the refunding .and the new debt financing required to maintain
the existing leversge rate during the year.

As the firm's leverage rate is raised, the interest rate at which
it borrows is raised more or less regardless of the relation betwesn
the coupon and the curreni interes! rates. It could be argued that
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158 Myron {. Gordon

only the new debt during the year will be at the higher interest
rate. In that event the definition of the coupon rate in the previous
paragraph accounls for this change in the interest rate since
dc/a(B/E)> D in Eq. (8.3.5). However, bond contracts subordinate
or otherwise restrict additional debt, and the change in the coupon
rate with the leverage rate should reflect some refinancing of the
existing debt or a risk premium on the new debt commensurate
with its subordination.

With & positive retention rate the aptimum leverage rate is finite
i —a, > (x - c)a, b. In that event the counterpart to Eq. {8.3.4)
with dc/9(B/E) = 0 is

X~ €+ ax+ (x— c)xa, b
—ay{x—¢)—(x~ c)a,b ’

B
T (8.3.6)

Since @, > 0, the optimum leverage rale is an increasing function
of the retention rate. The value of x that satisfies a(P/E)/a(B/E)
= 0 when b > 0 is a quadratic function of x. The economically
valid solution and hence the cost of deht capital is a decreasing
function of the retention rate. The cost of capital remains an
increasing function of the interest rate, the leverage rate, and ~aq,.

Under the analysis just presented the regulatory agency was
presumed to follow 8 constrained policy. That is, it allows the
Tate of return that maximizes share price at the debt-equity ratio
it desires the utility to adopt. Under the policy the cost of debt
capital and share price are increasing functions of the desired
debt-equity ratio. By contrast, under a policy that recognizes the

bilateral monapoly relation between the agency and the utility, -

the allowed rate of return is adjusted to maintain the market-book
ratio for the common stock equal to one. How does the allowed
rate of return vary with the debt-equity ratio when the condition
that the price of the stock remains unchanged is satisfied?

It is not easy ta answer this question by analytic methods since
Eq. (8.3.2) cannot be arranged o make x an explicit function of
B/ Ewith P/E set equal to one. It will be shown in the next chapter,
howevar, that the values of the parameters cause x to fall initially
and then rise as B/ Erises. The leverage rate at which xis minimized,
of course, minimizes the cost of debt capital.

The yield at which the common stock sells rises continuously
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with the debt-equity ratio, but this only compensates shareholdgrs
for their risk. When the share price is independent of the debt-equity
ratio, stockholders are indifferent to that ratio. Consumers are
concerned with the return on assets, and their Interesl is served
by the debt-equity ratio that minimizes the return on asssts. It should
be noted, howaver, that the utility's risk increases with the’ leverage
rate, and management may consider its welfare to vary inversely
with the risk to the firm. Management therefore may prefer a
debt-equity ratio lower than the one that min}'r.nizgs the cost of
capital, particularly since the stockholders are indifferent lo the
ratio's value. '

8.4  External Finance, Share Value, and the Cost of Capital

The third source of funds to finance investment, the sale of
additional shares, is the most difficult to incorporate into our model.
The conseguences of stock financing may be classified as sh?rt
term and long term. This section will develop an imperfect capital
markets model that captures the long-term consequences of stock
financing, The next section modifies the model to incorporate the
short-term conseguences. .

QOur perfecily general model with stock financing present is

P (1=b)r

B et VL (2.8.8)
E k-br—-vs

where 5 is the stock financing rate and v is the equi.ty accre!%on
rate on stock financing. As shown in chapter 2, the equity accretion
rate is

v={r—k)/{r— rb— s). (2.8.12)

Under the PCCM theory of stock valuation, k is independent of
s.Hence, if r = k, v = Oregardless of s,and share price is indepander}t
of the stock financing rate. The cost of external squity capital is
p, the leverage-free value of k. ‘ _

However, if r > k the consequence of stock financing for the
value of P poses some problems, First, with vgiven, the denominator
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of Eq. {2.8.8) approaches zero as s rises and P — . But we cannot
take v as given since Eg. (2.8.12) shows that with r > k v rises
with s. The unreasonable conclusion is that stock financing easily
can generate an infinite share price for a profitable firm for which
r> kL

Recognition that capital markets are nol perfectly competitive
is a means. of avoiding the above ridiculous conclusion.® Our
hypotheses are that the yield investors require on a share is an
increasing function of both the dividend growth rate and the stock
financing rate. The expression for share yield that incorporates these
hypotheses and the leverage theorem is

k=br+ vs+ 1/[a, e remB/Egagvigas’ | 8.4.1
a

With a, > 0 and «, < 0, k increases with vs, the dividend growth
due to stock financing, and also with s, the stock financing rate.
Substituting this expression for k in Eq. (2.8.8) and representing
all the terms of no immediate interest by A,, we have

P/E= Ayl ~ bjre=™e™". (8.4.2)

This expression simply states that, given the current dividend
(1 — b)rE, share price increases with the expected rate of dividend
growth due to stock financing, vs,-and it decreases with the stock
financing rate s.

Eq. (8.4.2) poses two questions. Why are there two stock financing
terms, and why does the second term have the squared value of
s7 On the first question, it is clear that yield should rise with
vs, the stock financing growth rate. However, with vs the only
stock financing varlable, share yield is independent of the stock
financing rate when v = Q. This is clearly not reasonable. Rather,
as reflected in Eq. {8.4.1), share yield