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MCC DATA REQUEST 
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DOCKET NO. D2012.9.100 

MCC-194 Regarding: Returns on Natural Gas Utilities 
Witness: J. Stephen Gaske 

Please provide an electronic copy, with all source documents, including data and 
formulas, of Figure 1: Authorized Returns on Equity for Natural Gas Distribution 
Utilities (2010-2012), as shown at page 3 of your rebuttal testimony. Also, please 
provide the name of the utility, jurisdiction, requested and awarded ROE and date 
of filing and of Commission Order for each of the 90 rate proceedings shown on 
the chart. 

Response: 

Please see Attachment A. 
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MONTANA-DAKOTA UTILITIES CO. 
MONTANA CONSUMER COUNSEL 

MCC DATA REQUEST 
DATED JULY 12,2013 

DOCKET NO. D2012.9.1 00 

MCC-195 Regarding: Exhibit No._(JSG-04) 
Witness: J. Stephen Gaske 

Please provide copies of the source documents used for preparing Exhibit 
No._(JSG-04). 

Response: 

Please see Attachment A. 



South Jersey Industries, Inc. 
Part II 

2011 

Operating Income (Loss): 

Gas Utility Operations $ 102,663 
Wholesale Energy Operations 16,225 
Retail Energy Operations: 

Retail Gas and Other Operations 478 
Retail Electric Operations 1,755 
On-Site Energy Production 2,254 

Appliance Service Operations {1,539) 

Subtotal Retail Energy Operations 2,948 

Corporate and Services (229) 

Total Operating Income $ 121,607 

Depreciation and Amortization: 

Gas Utility Operations $ 41,959 

Wholesale Energy Operations 253 

Retail Energy Operations: 

Retail Gas and Other Operations 33 

On-Site Energy Production 4,527 

Appliance Service Operations 322 

Subtotal Retail Energy Operations 4,882 

Corporate and Services 665 

Total Depreciation and Amortization $ 47,759 

Interest Charges: 

Gas Utility Operations $ 18,922 

Wholesale Energy Operations 54 

Retail Energy Operations: 

Retail Gas and Other Operations 186 

On-Site Energy Production 5,436 

Subtotal Retail Energy Operations 5,622 

Corporate and Services 2,648 

Subtotal 27,246 

Intersegment Borrowings (3, 168) 

Total1nterest Charges $ 24,078 

Income Taxes: 

Gas Utility Operations $ 34,281 

Wholesale Energy Operations 7,517 

Retail Energy Operations: 

Retail Gas and Other Operations sn 
Retail Electric Operations 717 

On-Site Energy Production (22;258) 

Appliance Service Operations 1,480 

Subtotal Retail Energy Operations (19,550) 

Corporate and Services 254 

Totu11ncome Taxes $ 22,502 

$ 

$ 

$ 

$ 

$ 

$ 

$ 

$ 

Response No. MCC-195 
Attachment A 
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2010 2009 

90,700 $ 81,439 

6,154 29,601 

1,065 78 
:]3;051 (7,459) 

4,063 5,309 

432 1,361 

18,611 (711) 

1,027 781 

116,492 $ 111,110 

39,502 $ 34,507 

252 304 

35 21 

3,920 3,804 

344 306 

4,299 4,131 

641 505 

44,694 $ 39,447 

17,641 $ 16,442 

94 339 

172 16 

3,898 1,928 

,4,070 1,944 

1,076 780 

22,881 19,505 

(985) (513) 

21,896 $ 18,992 

29,676 $ 27,104 

3,243 12,456 

678 20 

5,353 (3,064) 

(I 0,635) (3, 138) 

174 601 

{4,430) (5,581) 

322 323 

28,811 $ 34,302 



Property Additions: 

Gas Utility Operations 

Wholesale Energy Operations 

Retail Energy Operations: 

Retail Gas and Other Operations 

On-Site Energy Production 

Appliance Service Operations 

Subtotal Retail Energy Operations 

Corporate and Services 

Total Property Additions 

Identifiable Assets: 

Gas Utility Operations 

Wholesale Energy Operations 

Retail Energy Operations: 

Retail Gas and Other Operations 

Retail Electric Operations 

On-Site Energy Production 

Appliance Service Operations 

Subtotal Retail Energy Operations 

Discontinued Operations 

Corporate and Services 

lntersegmcnt Assets 

Total Identifiable Assets 

9. LEASES: 

South Jersey Industries, Inc. 
Part II 

2011 

$ 141,918 $ 

83 

22 

57,093 

254 

57,369 

605 

199,975 $ 

$ 

$ 

'"'-C::.jJUI l::ie 1\10. IVJL_;L,;-180 
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2010 2009 

111,653 $ 110,694 

682 27 

31 16 

50,427 9,760 

141 577 

50,599 10,353 

1,029 290 

163,963 $ 121,364 

2011 2010 

1,615,723 $ 1,468,635 

159,424 237,978 

14,659 21,532 

31,225 37,383 

275,053 147,064 

11,335 18,528 

332,272 224,507 

224 890 

156,252 168,788 

(16,385) (24,183) 

2,247,510 $ 2,076,615 

The Company is considered to be the lessor of certain thermal energy generating property and equipment under an operating lease 
which expires in May 2027 . As of December 31, 20 II and 2010 the carrying costs of this property and equipment under operating lease was 
$74.0 million and $73.6 million, respectively, (net of accumulated depreciation of $17.5 million and $15.0 million, respectively) and is 
included in Nonutility Property and Equipment in the consolidated balance sheets. 

Minimum future rentals to be received on non-cancelable leases as of December 31, 2011 for each of the next five years and in the 
aggregate are (in thousands): 

Year ended December 31, 

2012 

2013 

2014 

2015 

2016 

Thereafter 

Total minimum future rentals 

Minimum future rentals do not include additional amounts to be received based on actual use of the leased property. 

65 

5,396 

5,396 

5,396 

5,396 

5,396 

56,210 

83,190 



MONTANA-DAKOTA UTILITIES CO. 
MONTANA CONSUMER COUNSEL 

MCC DATA REQUEST 
DATED JULY 12,2013 

DOCKET NO. D2012.9.1 00 

MCC-196 Regarding: Earnings Growth Projections 
Witness: J. Stephen Gaske 

Please provide a copy of the document referenced in footnote 7 of your rebuttal 
testimony: Vander Weide, J.H. and Carleton, W.T., "Investor Growth Expectations: 
Analysts vs. History," The Journal of Portfolio Management, Spring 1988. 

Response: 

Please see Attachment A. 
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Investor growth 
expectations: Analysts 
vs. history 
Analysts' growth forecasts dominate past trends in predicting 
stock prices. 

James H. Vander Weide and Willard T. Carleton 

E<h• p~po~ of ;mplem•oMg <be Dlli· 
counted Cash Flow (DCF) cost of equity model, the 
analyst must know which growth estimate is embod­
ied in the firm's stock price. A study by Cragg and 
Ma!kiel (1982) suggests that the stock valuation pro­
cess embodies analysts' forecasts rather than histor­
ically based growth figures such as the ten-year 
historical growth in dividends per share or the five­
year growth in book value per share. The Cragg and 
Malkiel study is based on data for the 1960s, however, 
a decade that was considerably more stable than the 
recent past. 

As the issue of which growth rate to use in 
implementing the DCF model is so important to ap­
plications of the model, we decided to investigate 
whether the Cragg and Malkiel conclusions continue 
to hold in more recent periods. This paper describes 
the results of our study. 

STATISTICAL MODEL 

The DCF model suggests that the firm's stock 
price is equal to the present value of the stream of 
dividends that investors expect to receive from own­
ing the firm's shares. Under the assumption that 
investors expect dividends to grow at a constant rate, 
g, in perpetuity, the stock price is given by the fol­
lowing simple expression: 

D (1 + g) 
P, = k g 

where: 

P5 = current price per share of the firm's stock; 

D = current annual dividend per share; 

(1) 

g = expected constant dividend growt:r. rate; and 

k = required return on the firm's stock. 

Diyiding both sides of Equation (1) by the 
firm's cu~rent earnings, E, we obtain: 

P5 D (1 + g) 
T = 'E . k::-g <2l 

Thus, the firm's price/earnings (P/E) ratio is a non­
linear function of the firm's dividend payout ratio (D/ 
E), the expected growth in dividends {g), and the 
required rate of return. 

To investigate what growth expectation is em­
bodied in the firm's current stock price, it is more 
convenient to work with a linear approximation to 
Equation (2). Thus, we will assume that: 

PIE = a,(D/E) + a,g + a,k. (3) 

(Cragg ahd Malkiel found this assumption to be 
reasonable throughout their investigation.) 

Furthermore, we will assume that the required 
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rate of return, k, in Equation (3) depends on the 
values of the risk variables B, Cov, Rsq, and Sa, where 
B is the firm's Value Line beta; Cov is the firm's pretax 
interest coverage ratio; Rsq is a measure of the stability 
of the firm's five-year historical EPS; and Sa is the 
standard deviation of the consensus analysts' five­
year EPS growth forecast for the firm. Finally, as the 
linear form of the PIE equation is only an approxi­
mation to the true PiE equation, and B, Cov, Rsq, and 
Sa are only proxies for k, we will add an error term, 
e, that represents the degree of approximation to the 
true relationship. 

With these assumptions, the final form of our 
PIE equation is as follows: 

PIE = a0(DIE) + a,g + a,B + 
(4) 

The purpose of our study is to use more recent 
data to determine which of the popular approaches 
for estimating future growth in the Discounted Cash 
Flow model is embodied in the market price of the 
firm's shares. 

We estimated Equation (4) to determine which 
estimate of future growth, g, when combined with 
the payout ratio, DIE, and risk variables B, Cov, Rsq, 
and Sa, provides the best predictor of the firm's PiE 
ratio. To paraphrase Cragg and Malkiel, we would 
expect that growth estimates found in the best-fitting 
equation more closely approximate the expectation 
used by investors than those found in poorer-fitting 
equations. 

DESCRIPTION OF DATA 

Our data sets include both historically based 
measures of future growth and the consensus ana­
lysts' forecasts of five-year earnings growth supplied 
by the Institutional Brokers Estimate System of 
Lynch, jones & Ryan (IBES). The data also include 
the firm's dividend payout ratio and various measures 
of the firm's risk. We include the latter items in the 
regression, along with earnings growth, to account 
for other variables that may affect the firm's stock 
price. 

The data include: 
Earnings Per Share. Because our goal is to determine 
which earnings variable is embodied in the firm's mar­
ket price, we need to define this variable with care. 
Financial analysts who study a firm's financial results 
in detail generally prefer to "normalize" the firm's 
reported earnings for the effect of extraordinary 
items, such as write-offs of discontinued operations, 
or mergers and acquisitions. They also attempt, to the 
extent possible, to state earnings for different firms 
using a common set of accounting conventions. 
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We have defined "earnings" as the consensus 
analyst estimate (as reported by IBES) of the firm's 
earnings for the forthcoming year .1 This definition 
approximates the normalized earnings that investors 
most likely have in mind when they make stock pur­
chase and sell decisions. It implicitly incorporates the 
analysts' adjustments for differences in accounting 
treatment among firms and the effects of the business 
cycle on each firm's results of operations. Although 
we thought at first that this earnings estimate might 
be highly correlated with the analysts' five-year earn­
ings growth forecasts, that was not the case. Thus, 
we avoided a potential spurious correlation problem. 
Price/Earnings Ratio. Corresponding to our definition 
of "earnings," the price/earnings ratio (PiE) is calcu­
lated as the closing stock price for the year divided 
by the consensus analyst earnings forecast for the 
forthcoming fiscal year. 
Dividends. Dividends per share represent the com­
mon dividends declared per share du~ing the calendar 
year, after adjustment for all stock splits and stock 
dividends). The firm's dividend payout ratio is then 
defined as common dividends per share divided by 
the consensus analyst estimate of the earnings per 
share for the forthcoming calendar year (DIE). Al­
though this definition has the deficiency that it is 
obviously biased downward - it divides this year's 
dividend by next year's earnings - it has the advan­

tage that it implicitly uses a "normalized" figure for 
earnings. We believe that this advantage outweighs 
the deficiency, especially when one considers the 
flaws of the apparent alternatives. Furthermore, we 
have verified that the results are insensitive to reason­
able alternative definitions (see footnote 1). 
Growth. In comparing historically based and consen­
sus analysts' forecasts, we calculated forty-one dif­
ferent historical growth measures. These included the 
following: 1) the past growth rate in EPS as deter­
mined by a Jog-linear least squares regression for the 
latest year/ two years, three years, ... , and ten 
years; 2) the past growth rate in DPS for the latest 
year, two years, three years, ... , and ten years; 3) 
the past growth rate in book value per share (com­
puted as the ratio of common equity to the outstand­
ing common equity shares) for the latest year, two 
years, three years, ... , and ten years; 4) the past 
growth rate in cash flow per share (computed as the 
ratio of pretax income, depreciation, and deferred 
taxes to the outstanding common equity shares) for 
the latest year, two years, tluee years, ... , and ten 
years; and 5) plowback growth (computed as the 
firm's retention ratio for the current year times the 
firm's latest annual return on common equitJ). 

We also used the five-year forecast of earnings . 
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per share growth compiled by IBES and reported in 
mid-january of each year. This number represents the 
consensus (i.e., mean) forecast produced by analysts 
from the research departments of leading Wall Street 
and regional brokerage firms over the preceding three 
months. IBES selects the contributing brokers "be­
cause of the superior quality of their research, profes­
sional reputation, and client demand" (IBES Monthly 
Summmy Book). 
Risk Variables. Although many risk factors could po­
tentially affect the firm's stock price, most of these 
factors are highly correlated with one another. As 
shown above in Equation (4), we decided to restrict 
our attention to four risk measures that have intuitive 
appeal and are followed by many financial analysts: 
1) B, the firm's beta as published by Value Line; 2) 
Cov, the firm's pretax interest coverage ratio (ob­
tained from Standard & Poor's Compustat); 3) Rsq, 
the stability of the firm's five-year historical EPS (mea­
sured by the R' from a Jog-linear least squares regres­
sion); and 4) Sa, the standard deviation of the 
consensus analysts' five-year EPS growth forecast 
(mean forecast) as computed by IBES, 

After careful analysis of the data used in our 
study, we felt that we could obtain more meaningful 
results by imposing six restrictions on the companies 
included in our study: 
1. Because of the need to calculate ten-year historical 

growth rates, and because we studied three dif­
ferent time periods, 1981, 1982, and 1983, our 
study requires data for the thirteen-year period 

1971-1983. We included only companies with at 
least a thirteen-year operating history in our study. 

2, As our historical growth rate calculations were 
based on log-linear regressions, and the logarithm 
of a negative number is not defined, we excluded 
all companies that experienced negative EPS dur­
ing any of the years 1971-1983, 

3. For similar reasons, we also eliminated companies 
that did not pay a dividend during any one of the 
years 1971-1983. 

4. To insure comparability of time periods covered 
by each consensus earnings figure in the PIE ratios, 
we eliminated all companies that did not have a 
December 31 fiscal year-end. 

5. To eliminate distortions caused by highly unusual 
events that distort current earnings but not ex­
pected future earnings, and thus the firm's price/ 
earnings ratio, we eliminated any firm with a price/ 
earnings ratio greater than 50. 

6. As the evaluation of analysts' forecasts is a major 
part of this study, we eliminated all firms that IBES 
did not follow. 

Our final sample consisted of approximately 

sixty-five utility firms.' 

RESULTS 
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To keep the number of calculations in our study 
to a reasonable level, we performed the study in two 
stages. In Stage 1, all forty-one historically oriented 
approaches for estimating future growth were cor­
related with each firm's PIE ratio. In Stage 2, the his­
torical growth rate with the highest correlation to the 
PIE ratio was compared to the consensu:; analyst 
growth rate in the multiple regression rr.odel de­
scribed by Equation (4) above, We performed our 
regressions for each of three recent time periods, be­
cause we felt the results of our study might vary over 
time. 

FirstMStage Correlation Study 

Tal;>Je 1 gives the results of our first-stage cor­
relation study for each group of companies in each of 
the years 1981, 1982, and 1983. The values in this table 
measure the correlation between the historically ori­
ented growth rates for the various time periods and 
the firm's end-of-year PIE ratio. 

The four variables for which historical growth 
rates were calculated are shown in the left-hand col­
umn: EPS indicates historical earnings per share 
growth, DPS indicates historical di\idend per share 
growth, BVPS indicates historical book value per 
share growth, and CFPS indicates historical cash flow 
per share growth. The term "plowback" refers to the 
product of the firm's retention ratio in the currennt 
year and its return on book equity for tha: year, In 
all, we calculated forty-one historically oriented 
growth rates for each group of firms in each study 
period. 

The goal of the first-stage correlation analysis was 
to determine which historically oriented growth rate 
is most highly correlated with each group's year-end 
PIE ratio, Eight-year growth in CFPS has the highest 
correlation with PIE in 1981 and 1982, and ten-year 
growth in CFPS has the highest correlation with year­
end PIE in 1983. In all cases, the plowback estimate 
of future growth performed poorly, indicating that­
contrary to generally held views - plowback is not 
a factor in investor expectations of future growth. 

SccondMStage Regression Study 

In the second stage of our regression study, 
we ran the regression in Equation (4) using two dif­
ferent measures of future growth, g: 1) the best his­
torically oriented growth rate (g,) from the first-stage 
correlation study, and 2) the consensus analysts' fore­
cast (g,) of five-year EPS growth, The regression re­
sults, which are shown in Table 2, support at least 
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TABLE 1 

Correlation Coefficients of An Historically Based Growth Estimates by Group and by Year with PIE 

HistOn'cal Growtll Rate Period in Years 

Current 
Year 2 3 4 5 6 7 

1981 
EPS -0.02 0.07 0.03 0.01 0.03 0.12 0.08 0.09 

9 

0.09 

10 

0.09 
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DPS 0.05 0.18 0.14 0.15 0.14 0.15 0.19 0.23 0.23 0.23 ' 
BVPS 0.01 0.11 0.13 0.13 0.16 0.18 0C15 0.15 0.15 0.15 
CFPS -0.05 0.04 0.13 0.22 0.28 0.31 0.30 0.31 -0.57 -0.54 

Plowback 0.19 

1982 
EPS -0.10 -0.13 -0.06 -0.02 -0.02 -0.01 -0.03 -0.03 0.00 0.00 
DPS -0.19 -0.10 0.03 0.05 0.07 0.08 0.09 0.11 0.13 0.13 

BVPS 0.07 0.08 0.11 0.11 0.09 0.10 0.11 0.11 0.09 0.09 
CFPS -0.02 -0.08 0.00 0.10 0.16 0.19 0.23 0.25 0.24 0.07 

Plowback 0.04 

1983 
EPS -0.06 -0.25 -0.25 -0.24 -0.16 -0.11 -0.05 0.00 0.02 0.02 
DPS 0.03 -0.10 -0.03 0.08 0.15 0.21 0.21 0.21 0.22 0.24 

BVPS 0.03 0.10 0.04 0.09 0.15 0.16 0.19 0.21 0.22 0.21 81 CFPS -0.08 O.ol 0.02 0.08 0.20 0.29 .0.35 0.38 0.40' 0.42 
Plowback -0.08 ~ 

"' :; 
two general conclusions regarding the pricinp; <Jf eq- coefficients in the equation containing the consensus "' Cl 

<t 
uity securities. analysts' forecast also are considerably more signifi- 2 

<t 

First, we found overwhelming evidence that cant than they are in the alternative regression. These :; 
0 

the consensus analysts' forecast of future growth is results are consistent with those found by Cragg and ::l 

superior to historically oriented growth measures in Malkiel for data covering the period 1961-1968. Our ~ 
predicting the firm's stock price. In every case, the R2 results also are consistent with the hypothesis that 0 

~ 

"' in the regression containing the consensus analysts' investors use analysts' forecasts, rather than histori- 0 _, 
forecast is higher than the R' in the regression con- cally oriented growth calculations, in making stock <t 

t2 taining the historical growth measure. The regression buy-and-sell decisions. ::> 
9. 

TABLE 2 "' :t .... 
Regression Results 

Model I 
Part A: Historical 

P/E = a0 + a1DIE + algh + a3B + a1Cov + a5Rsq + a~Sa 
Year ,, ,, ,, ,, '· ,, ,, R' F Ratio 

1981 -6A2"" 10.31"" 7.67"" 3.24 0.54* 1.42* 57.43 0.83 46.49 
(5.50) (14.79) (2.20) (2.86) (2.50) (2.85) (4.07) 

1982 -2.90' 9.32 .. 8.49* 2.85 0.45"" -0.42 3.63 0.86 65.53 
(2.75) (18.52) (4.18) (2.83) (2.60) (0.05) (0.26) 

1983 -5.96* 10.20' 19.78~ 4.85 0.44"" 0.33 32.49 0.82 45.26 
(3.70) (12.20) (4.83) (2.95) (1.89) (0.50) (1.29) 

Part B: Analysis 

PIE = a0 + a1D/E + a;.g. + aJB + a~Cov + a5Rsq + a6Sa 
Year '· ,, iil ,, ,, ,, '· R' F Ratio 

1981 - 4.97* 10.62· 54.85~ -0.61 0.33* 0.63"" 4.34 0.91 103.10 
(6.23) (21.57) {8.56) (0.68) (2.28) (1. 74) (0.37) 

1982 - 2.16* 9.47* 50.71* -1.07 0.36* -0.31 119.05* 0.90 97.62 
(2.59) (22.46) (9.31) (1.14) (2.53) (1.09) (1.60) 

1983 -8.47' 11.96"' 79.05* 2.16 0.56• 0.20 -34.43 0.87 69.81 
(7.07) (16.48) (7.84) (1.55) (3.08) (0.38) (1.44) 

Notes: 
• Coefficient is significant at the 5% level (using a one·tailed test) and has the correct sign. T·statistic in parentheses. 
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Second, there is some evidence that investors 
tend to view risk in traditional terms. The interest 
coverage variable is statistically significant in all but 
one of our samples, and the stability of the operating 
income variable is statistically significant in six of the 
twelve samples we studied. On the other hand, the 
beta is never statistically significant, and the standard 
deviation of the analysts' five-year growth forecasts 
is statistically significant in only two of our twelve 
samples. This evidence is far from conclusive, how­
ever, because, as we demonstrate later, a significant 
degree of cross-correlation among our four risk var­
iables makes any general inference about risk ex­
tremely hazardous. 

Possible Misspecification of Risk 

The stock valuation theory says nothing about 
which risk variables are most important to investors. 
Therefore, we need to consider the possibility that the 
risk variables of our study are only proxies for the 
"true" risk variables used by investors. The inclusion 
of proxy variables may increase the variance of the 
parameters of most concern, which in this case are 
the coefficients of the growth variables.' 

To allow for the possibility that the use of risk 
proxies has caused us to draw incorrect conclusions 
concerning the relative importance of analysts' 
growth forecasts and historical growth extrapolations, 
we have also estimated Equation (4) with the risk 
variables excluded. The results of these regressions 
are shown in Table 3. 

Again, there is overwhelming evidence that the 
consensus analysts' growth forecast is superior to the 
historically oriented growth measures in predicting 
the firm's stock price. The R' and !-statistics are higher 
in every case. 

CONCLUSION 

The relationship between growth expectations 
and share prices is important in several major areas 
of finance. The data base of analysts' growth forecasts 
collected by Lynch, jones & Ryan provides a unique 
opporhmity to test the hypothesis that investors rely 
more heavily on analysts' growth forecasts than on 
historical growth extrapolations in making security 
buy-and-sell decisions. With the help of this data 
base, our studies affirm the superiority of analysts' 
forecasts over simple historical growth extrapolations 
in the stock price formation process. Indirectly, this 
finding lends support to the use of valuation models 
whose input includes expected growth rates. 

1 We also tried several other definit-ions of "earnings," in­
cluding the firm's most recent primary earnings per share 
prior to any extraordinary items or discontinued operations. 
As our results were insensitive to reasonable alternative 

Part A: Historical 

TABLE 3 

Regression Results 
Model II 

PIE = a0 + a1D/E + algn 
Year '" '• '• 
1981 -1.05 9.59 21.20 

(1.61) (12.13) (7.05) 
1982 0.54 8.92 12.18 

(1.38) (17.73) (6.95) 
1983 _,0,75 8.92 12.18 

(1.13) (12.38) (7.94) 

Part B: Analysis 

PIE + a0 + a1D/E + a~S.> 
Year iin '· ,, 
1981 3.96 10.07 60.53 

(8.31) (8.31) (20.91) 
1982 -1.75 9.19 44.92 

(4.00) (4.00) (21.35) 
1983 -4.97 10.95 82.02 

(6.93) (6.93) (15.93) 

Notes: 
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R' F Ratio 

0.73 82.95 

0.83 167.97 

0.77 107.82 

R' F Ratio 

0.90 274.16 
(15.79) 

0.88 246.36 
(11.06) 

0.83 168.28 
(11.02) 

" Coefficient is significant at the 5% level (using a one-tailed test) 
and has the correct sign. T-statistic in parentheses. 

definitions of "earnings " we report only the results for the 
IBES consensus. 

~For the latest year, we actually employed a point-to-point 
growth calculation because there were only two available 
observations. 

3 We use the word "approximately," because the set of avail­
able firms varied each year. In any case, the number varied 
only from zero to three firms on either side of the figures 
cited here. 

' See Maddala (1977). 
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Estimating Shareholder Risk Premia 
Using Analysts' Growth Forecasts 

Robert S. Harris and Felicia C. Marston 

RobertS. Harris is the C. Stewart Sheppard Profcs.'iOr of Business at the Darden Graduate School of 
Business at the Unirersity of Virginia, Char/ottenille, Virginia. Felicia C. Marston is an Assistallf Professor 
ofCnmmen·e at rhe !Yfc/ntire School of Commerce, University of Virginia, Clwrlotresville, Virginia. 

a One of the most widely used concepls in finance is that 
shareholders require a risk premium over bond yields to 
bear the additional risks of equity investments. While 
models such as the two-parameter capital asset· pricing 
model (CAPM) or arbitrage pricing theory offer explicit 
methods for varying risk premia across securities, the 
models arc invariably linked to some underlying market 
(or factor~specific) risk premium. Unfortunately, the theo­
retical models provide limited practical advice on estab­
lishing empirical estimates of such a benchmark market 
risk premium. As a result, the typical advice to practition~ 
ers is to estimate the market risk premium based on histor~ 
ical realizations of share and bond returns (see Brealcy and 
Mym [3]). 

In this paper, we present estimntes of shareholder re­
quired rJtes of return and risk premia which are derived 

11wnks go ln Ed Budmnum, Bill Carh.:ton, Pete Crawford, and Steve 
Osbom fnr their unsi~wncc on curlier rcseun:h in this l!rea. We thank Bell 
Atlantic for supplying Uata for this pmjcct, Finundal .~upport from the 
Darden Sponsor:: and from Lhc 1\s~ocintcs Pro£r.:Ull ill the /l:ldntin! Sdmol 
or Commt~rce i~ grutt:fully :~cknowledgcd. 
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using forward-looking analysts' growtl1 forecasts. We up­
date, through 1991, earlier work which, due to data avail­
ability. was restricted to the period 1982-1984 (Harris 
[12}). Using strongt!r tests, we also reexamine tlle efticacy 
of using .snch an cxpectational approach as an alternative 
to the use of historical averages. Using the S&P 500 as a 
proxy for the market portfolio, we find an average market 
risk premium (1982-1991) of 6.47% above yields on long­
term U.S. government bonds and 5.13% above yields on 
corporate bonds. We also find that required returns for 
individual stocks vary directly with their dsk (as proxied 
by betu) and that the market risk premium varies over time. 
Jn particular, the equity market premium over government 
bond yields is higher in low interest rJte environments and 
when there is a larger spread between corporate and gov­
ernment bond yields. The:;;e findings show that, in addition 
to filling the theoretical requirement of being forward­
looking, the utili7.ation of analysts' forecasts in estimating 
retum requirements provides reasonuble empirical results 
that can be useful in practical application:;;. 

Section I provides background on the estimation of 
equity required returns and a brief discussion of related 

Copyright© 2001. All Rights Reserved. 
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I iterature on linnncit.JI analysts' forecasts ( FAF). In Section 
II, models and data arc discu . ..,·sed. Following a comparison 
or the results to historical risk premia. the estimates are 
:-;ubjccted to economic tests of both their time-series and 
cross-.'it:ctional churucteristics in Section III. Finally, con­
clusions nre ofiCrcd in Section IV. 

I. Background and Literature Review 
In establishing economic criteria for resource alloca­

tion, it is often convenient to use the notion of a 
shareholder's required rate of retum. Such a rate (k) is the 
minimum level of expected return necessary to compens­
ate the investor for bearing risks and receiving dollars in 
the future rather than in the present. In general, k will 
depend on retums available on allemative investments 
(e.g., bond!' or other equities) and the riskiness of the stock. 
To i:mlarc the effects of risk, it is U-'ierul to work in terms 
or a risk premium (1J1), defined as 

rp""' k ·-- i, (I I 

where i =required return for a zero risk investment 1 

Lacking a superior alternative, investigarors often usc 
averages of historical realizations to estimme a benchmark 
"market" risk premium which then may be adjusted for the 
relative risk of individual stocks {e.g., using the CAPM or 
a variant). The historical studic~ of Ibbotson A!-lsnciates 
[ 13! have been used frequently to implement this ap­
proach.1 This historical approach requires the assumptions 
that past realizations are a good surrogate for fulUrc cxpcc­
tmions and, ~ts typically applied, tlt<Il ri.'ik premia me con­
stunt over time. Carleton and Lakonishok f51 demonstrate 
empirically some of the problems with such historical 
premia when they are disaggrcgatcd for different time 
periods or groups of tinn~. 

As an altcmativc to historical estimates. the currenl 
paper derives estimates or/.:, and hence. implied values or 
rp, using publicly available cxpectutional dat:t. This ex­
pectationai approach employs the dividend grmvth model 
(hereafter referred to as the discounted cnsh flow or DCF 
model) in \Vhich a consensus measure oftinancial analysts' 
forecasts ( FAF) of earnings is used ns a proxy for investor 
expectations. Earlier wmks by Malkiel I 17 ], Brigham. 

1ThcorctiL:•llly. i is a risk-l"rcc rutc.tllC)ugh empirically irs proxy te.g .. yield 
to nmturity on a gnvcmmcnt bond) is only a '"least risk" alternative that 

is itself su~jcct tn risk. ln this development. the cll\:ct•; of Ia .... codes nn 
rel]Uircd returns ull! ignored, 

:!M:my leading tcxts in !inandal management use such historical rbk 
prcmi:Jtnestinmte a market rclllm. Sec, for example. Brc:tlcy and Myers 

1 ~ 1. Ol"!ctt a tnllrl.:ct risk premium is utljustcd for tht: obs~rved rclalive risl.: 
nf a stnd.:. 
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Vinson, and Shome 141, and Hnnis [ 12] have used FAF in 
DCF models, and this approach has been employed in 
rcgulatOI)' settings (see Harris [l1J) and suggested by 
consultants as an altemative w U'ie of historical data (e.g., 
lblmt,on Associates I 13, pp. 127, 1281). Unfonunately, the 
published studies usc data ext~nding tn 1984 at the latest. 
Our paper draws on this earlier work but extends it through 
1991 .~Our work is closest to that done by Harris r I~ I, \VIm 
reviews literature showing a :;trong link between equity 
prices and FAF and supporting the use of FAF as a proxy 
for investor expectations. Using dtlln from 1981 to I l)H4, 
Harris' results suggest that this cxpectntional appro<.~eh to 
estimating cq uity risk premia is an encouraging altemat ive 
to the use of historical averages. He also demonstrat~s that 
such risk premia vary both cross-sectionally with the risk­
iness of individual stocks and over time with linancial 
market conditions. 

II. Models and Data 

A. Model for Estimation 
The simplest and most commonly used version of the 

DCF model to estimate shareholders' required rate or 
return, k. is ~hown in Equation (2.): 

k=(?')+" Po ,..,. (2) 

where D 1 ::::dividend per share expected to be received at 
time one, Po = current price per share (time 0). and g = 
expected growth rate in dividends per share. The limita­
tions of this model are well known, and it is straightfor­
ward to derive expressions fork based on more general 
specifications of the DCF modc\.4 The primary difficully 
in using the DCF model is obtaining an estimate ofg, since 
it should retlect market expectations of future pcrfor-

·'Sec Hani~ [ l:!l fur n Jisctt!;.~ion of the earlier work aml a detailed 

dist.'LJ~·-;ion of tht" appro;1ch employed here. 

·lAs '>tated, Equation(:!) rcljllircs cxpcctaliuns of either WI it1finite huriton 
of dividend growth nt u rule g nr u rinitc horizon llf dividend growth :tl 
r:nt: g and special as~utnptions abnutthc price ni"\!K' 'otoek at tht: ~:m! nr 
that huri7.oll. E~sentially,the assumption must ensure that the :-.IIlLI\ prk~· 
grows a\ a mmpound mte of g over the lini!c hmit.nn, One could 
nhcmmivdy L·~timatc u nnncnnswnt growth model. although thl.' prm:ic~ 
for muhiswge growth rates urc even more difficult to obtuin than single 

stage growth estimntc.~. M;tr.<;ttm, ltnrrh.. and Cruwl'ord I !91 examine 
publicly uvailahle data !'rom I tJH2-!9H5und lind thm plausiblt: mca-;un.!" 
of rbk arc more closely rdutcd In l"Xpet:tcd rctums (krivcJ fmtn a 

con!>tllt1t growth model than to those derived from multi.~t<iJ:!L" Erowth 
modds. These Jindings illusttate empirical diflkultic~ in finding empir­
ical proxies for nm!tistagc growth modch for large samples. 
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mance. \Vithout 3 ready source for measuring such expec­
tations, application of the DCF model is fraught with 
difficulties. Thi; paper uses published FAF of long-run 
growth in earnings as a proxy for g. 

B. Data 
FAF for this research come from IBES (ln.stilurional 

Broker's Estimate System), which is a product of Lynch, 
Jones, and Ryan. a major brokerage fim1.5 Representative 
of industry practice, !BES contains estimates of (i) EPS for 
the upcoming fiscal years (up to five separate years), and 
(ii) a five-year growth rate in EPS. Each item is available 
at montJ1ly intervals. 

The mean value of individual analysts' forecast<; of 
five-year growth rate in EPS will be used as a proxy for s 
in the DCF modcl.6 TI1e five-year horizon is the longest 
horizon over which such forecasts are available from lBES 
and often is the longest horizon used by analysts. fBES 
requests "normalized" fiveMyear growth rates from ana­
ly~ts in order to remove short-tcm1 distortions that might 
stem from using an unusually high or low eamings year as 
a base. 

Dividend and other firm-specific infonnation come 
from COMPUSTAT. Interest rates (both govemment and 
corporate) arc gathered from Federal Reserve Bulletins 
and Moody's Bond Record. Exhibit 1 describes key vari­
ables used in the study. Data collected cover all dividend 
paying stocks in the Standard & Pam's 500 stock (S&P 
500) index, plus approximately 100 additional stocks of 
regulated companies. Since five-year growth rates are first 
availnblc from IBES beginning in 1982, the analysis cov­
ers the I I 3-month period from January I 982 to May I 991. 

Ill. Risk Premia and Required Rates 
of Return 

A. Construction of Risk Premia 
For each month, a "market" required mte of return is 

calculated using each dividend paying stock in the S&P 

500 index for which data are available. The DCF model in 

5Hurris [12] pmvides u diset1.~sion of fEES datu and its limihHions. In 
nwre rccem years. TBES ha.~ begun collecting forecasts for each of the 
next fivl~ ycurs. Since this work was complt:ted, the FAF u~ed hem have 
bc.:mne available from IBES Inc., now a subsidiary ofCit.iBunk. 

('While the mndel~:a!l~ for expected growth in Uividcnds, no .~oun;e of 
datn on such projection.~ is readily UV<tiluhlc. In addition. in Lhe !nng run, 
dividend growth is sust<tinuble only via growth in earning~. As long as 
payout nnins nrc. not e'-pectcd to clli:lngc, the two growth rates will be the 
same. 

Exhibit 1. Variable Definitions 

k 
Po 
Dt 

g 

i,, 

i(' 

rp 
~ 

Notes: 

~ 

~ 

Equity required rate of return. 

Average daily price per share. 

E"\pcctcd dividend per share measured <ts current 
indicated annual dividend from COMPUSTAT 
mulliplied by (I +g)." 
Average financial analyst'i' forecust of five~ year 

growth rate in earnings per share (from JBES). 
Yield to maturity on long-term U.S. government 
obligatinns (source: Federal Reserve Bulletin, 
constant maturity series). 

Yield to maturity on long-term corporate bnnds: 
Moody's avernge.b 

Equity risk premium calculated as rp::;; k- i. 
beta, calculated from CRSP monthly data over 
60 months. 

nsce footnote 7 for a discussion of the (I +g) adjustmcnl. 
bThe avemgc corporal~ bond yield across bond rating cutegorics <L~ 
reponed hy Moody's. See Moody's Bond Swvc_r for a brief dl!scription 
and the latest published list of bonds included in the hond rating catego­
ries. 

Equation (2) is applied to each stock and lhe results 
weighted by market value of equity to produce the market 
required return. 7 111e return is converted to a risk premium 

7111e comtruction of D 1 i.»controversial;;ince dividend;; <lfC paid quarterly 
and lll<l)l ~ expeded to change during the year; wherc;ts, Equ;~tion (2), 
as is typical, is being applied to annual data. Both the quancrly puyment 
of dividends (due to investors' reinvc:ament income before year's end, 
sec Linke and Zumwalt f ]5j) and any growth during the yeur require Ull 

upward adjusrment of the eurrent annu:tl rate of dividends to construct 
0 1• If quarterly dividends grow at a constant rate, both factors cou]J be 
accommodated straightforwardly by ;tpplying Eyuation (2) to quarterly 
data with a quarterly growth mte and then ammallzing the estimmcd 
qua~terly required return. Unfortunately, with lumpy changes in divi­
dends, the precise nature of the adjustment depends on both nn individual 
company's pnrtern of growth during Lhc calendnr year and an individual 
company's required return (and hence reinvestment income in the risk 
c]a~s). 

In this work, D 1 is culculatcd as D0 (I+ g). The full g adjustment [5 a 
crude upprm:imution to adjust for both _growth and reinvestmcrll income. 
For e.\ample, if one expected dividends to have been raised, on average, 
six momhs ago, a "1/2 g'' adjustment would allow for growth, and the 
remaining'' 1/2 g" would bejustiticd on the basis ofrcinvestm:nt income. 
Any precise :J.ccounling for both reinvestment. income and growth would 
require tracking ench company's dividend change his1ory <tnd making 
explicit judgment~ about the quarter of the next change. Since no organ­
i7.ed "market" forecast or such a detailed nature exists, such a pmccdurc 
i.~ not possible. To get a reel for the magnitudes involved, during the 
sample period the dividend yield (D1/P0) and growth (mnrkct value 
weighted) for !he S&P 500 \Vere typically 4% tn6% and II% to 13%, 
respectively. As a result, n "full f:" adjustment on average increuses the 
required return by 60 to 70 basis poin1s (relative to nn g udjustmcnt). 
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Exhibit 2. Bone\ Marke_t __ Yields, Equity Required Return, and Equity Risk Premium." 1982-1991 

BonU i'vlarkct Yicldsh 

(2) 
Year (I) U.S. Gov't --~~~~l_Y' ~ C:~?rJ.1fJ__r'Jtes_ 
llJR::! 12.92 

llJHJ IU4 

19i'i4 12.4H 

IYH.'i 10.97 

19K6 7.H5 

1Yi'i7 K.5K 

llJKK K.Sib 

JIJKlJ K.46 

199[) l'.ftl 

1991d H.21 

Avera,ge~ 9.H4 

NrJ/t'.L 

<~Values are avcrngcs of monthly ligures in percent. 

hYiehb to maturity. 

14.9-J. 

12.7H 

1 ].41) 

12.05 

9.71 

9.K4 

l!l.l H 

9,66 

IJ.77 

'ldJ 

11.1 H 

"Rc4uircd retum on value wciglncd S&P 5DO index u~ing ElJuatiun ( 1 ) . 
.!Figures for 1491 arc through May. 

c~·tonths weighted cquully. 

over governmem bond:l by subtracting i{1, the yield to 
maturily on long-term government bonds. A ri.sk premium 
over corporate bond yields is also constTucted by subtract­
ing ic. the yield on long-tcm1 corporate bonds. Exhibit 2 
reports the results by year (averages of monthly data). 

The results are quite consistent with the patterns re­
ported earlier (i.e., Harris [ 12J). The estimated risk premia 
in Exhibit 2 are positive, consistent with equity owners 
demanding additional rewards over and above returns on 
debt securities. The average expectational risk premium 
( 19R2 to \991) over government bonds is 6.47%. only 
slightly higher than the 6.16% average for 1982 to 1984 
reported earlier (Harris [ 12J). Furthermore, Exhibit 2 
shows the estimated risk premia change over time, sug­
gesting changes in the market's perception of the incre­
ment~! risk of investing in equity rather than debt securi­
ties. 

For comparison purposes, Exhibit 3 contains historical 
retums and risk premin. The average expectational risk 
premium reported in Exhibit 2 fulls roughly midway be­
tween the arithmetic (7.5%) and geomet1ic (5.7c/o) long­
term differentials between relum.s on stocks and long-term 
government bonds. Nate, however, that the expectational 
risk premia aprcar to change over time. In the following 

Equity Market 
~~-t_J.~ired Re~~rn·· _Eljuity R~-~ Prcn:~!~l 

L.S. Gov't Mnody's Corporate~ 
{3) S&P 5{Xl (])- { l) C\)-(2) 

20.0!-i 7.16 :'U-1 

17.HY 6.55 S.ll 

17.26 4.7K 3.77 

lfd::! s.:n 4.2K 

15.09 7.24 5..1K 

1.\.71 6.1J 4.H6 

15.37 6..-1-l 5.19 

15,06 6.60 5.-l() 

15.6'J 7.0H 5.lJ2 

15.61 7.-10 0.20 

\(1,]] 6.47 5.13 
--------

sections, we examine the estimated risk premia to see if 
they vary cross-sectionally with the risk of individual 
stocks and over time with financial market conditions. 

B. Cross-Sectional Tests 
Earlier, Harris [ 121 conducted crude tests of whether 

expcctational equity risk premia varied with risk proxicd 
by bond ratings and the dispersion of analysts' foret:asts 
and round that required rctums increnscd \'lith higher risk. 
Here we examine the link betw~en these premia and bela, 
perhaps the most commonly used measure of risk for 
equities.s In keeping with traditional work in this area, we 
adopt the methodology introduced by r•ama und Macbeth 
[9] but replace realized retums with expected returns !"rom 
Equation (2) as the variable to be explained. For this 
pmtion of our tests, \Ve restJict our sample to 1982-1987 

Hror oth~r e!Tort~ using cxpcctutinmll data in the cuntext of the two·p:t· 

rumetcr CAPM. see Friend. Westerfield. and Granito 1101, Cn.1p:g and 
Mulkic117.l. Marston, Crawford, and Harris I 19]. Marston und Harri_~ 1201. 
:md Linke, Kannan, Whitford. and Zumwalt ( !61. For a rnur..: wmplctc 
treatment of the subject, sec Marston and Hnrris [2Ul from which v .. c draw 
some of these results. Marston and Harris also inve~·tigilte the rnk nf 
unsy.:;temutic rbk. and the ditrcrcnce in estimates found when using 
expected versus renlized returns. 
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Exhibit 3. Average Historical Returns on Bandt-~, Stocks, 
Bills, und Inflalion in the U.S., 1926-1989 

Hihlorkal Rcll!nl Rcali7ntions Geometric Arithmetic 
---···--··-··"·----

Common st('ll.:k 

Lnng-term govemmcm bonds 

Long-tenn cnq:mrnte bonds 

TreHsLJry bills 

Inflation rmc 

ICU% 

4.6% 4.9% 

5.5% 

:Hi'i(; 3.7'f(, 

3. l 'TO 3.2% 

Soun·c·: [bbotsnn As~ociatcs, Inc., 1990 Stock\·, Boud,r. Rills and h!f1n­
rimi, \990 Y crnbook. 

and in any month include fim1s that have at least three 
forecasts of earnings growth to reduce measurement error 
associated with individual forecasts.9 This restlicted sam­
ple still consists of, on average, 399 firms for each of the 
72 montl1s (or 2R,744 company months). 

For a given company in a given month, beta is estimated 
vin the market model (using ordinary least squares) on the 
prior 60 months of rclllrn data taken from CRSP. Beta 
estimates are updated monthly :md are calculated against 
an equally weighted index of all NYSE securities. For each 
month, we aggregate firms into 20 portfolios (consisting 
of approximately 20 securities each). The advantage of 
grouped data is the reduction in potential measurement 
error inherent in independent variables at the company 
level. Portfolios are fmmed based on a ranking of beta 
estimated from a prior time period (r = ·61 to t = -120). 
Portfolio expected returns and beta are calculated as the 
simple averages for the individual securities. 

Using these data, we estimate the following model for 
each of the 72 months: 

RP;:;: eta+ UJ ~/' + u1, p;:;: l ... 20, 

where: 

Rp ; Expected rei urn for portfolio p in the given 
month, 

(3) 

~P ; Ponfolio beta, estimated over 60 prior months, 

and 

up = A random error term with mean zero. 

As a result of estimating regression (3) for each month, 
72 estimates of each coefficiem (ao and CXJ) are obtained. 

9Firm:-; for which Lht: standard deviation nf individual FAF e.\ceeded 20 
in any month were excluded since we Stl.~pe.ct somcofthe.~e in\'o]vc error:. 
in datu entry. This screen diminatcd vet)' few companies in any month. 
The 1981-\9H7 period wa~ chosen due to the av;lilnbility of Uatu on betas. 

Using realized returns as the dependent variable, the tradi­
tional approach (e.g., Fama and Macbeth [9]) is to assume 
that realized returns are a fair game. Given this assumption, 
the mean of the 72 values of each coefficient is an unbiased 
estimate of the mean over that same time period if one 
could have actually used expected returns as the dependent 
variable. Note that if expected retums arc used as the 
dependent variable the fair·garne assumption is not re· 
quircd. Making the additional assumption that the true 
value of the coefficient is constant over the 72 months, a 
test of whether the mean coefficient is different from zero 
is perfom1ed using a !-statistic where the denominator is 
the standard error of the 72 values of the cocfticient. This 
is the technique employed by Fuma and Macbelh [9]. If 
one assumes tl1e CAPM is correct, the coefticient Cf.J is an 

empirical estimate of the market risk premium, which 
should be positive. 

To test the sensitivity of the results, we also repeat our 
procedures using individual security returns rather than 
portfolios. To account, at least in part, for differences in 
precision of coefficient estimates in different months we 
also report results in which monthly parameter estimates 
arc weighted inversely by the standard error of the coeffi­
cient estimate rather Jhan being weighted equally (follow­
ing Chan, Hamao, and Lakonishok [6]). 

Exhibit 4 shows that there is a significant positive link 
between expectational required returns and beta. For in­
stance, in Panel A, the mean coefficient of2.78 on beta is 
significantly different from zero at better lhan the 0.001 
level (r = 35.31 ), and each of the 72 monthly coefficients 
I!Oing into this averaoe is positive (as shown by that 100% 
' ' 0 

positive figure). Using individual stock returns, the signif· 
icant positive link between beta and expected retum re­
mains, though it is smaller in magnitude than for portfo­
lios.10 Comparison of Panels A and B shows that the results 
are not sensitive to the weighting of monthly coefficients. 

While the finding." in Exhibit 4 suggest a s1rong positive 
link between beta and risk premia (a result often not 
supported when realized returns are used as a proxy for 
expectations; e.g., see Tinic and West [22}), the results do 
nol support the predictions of a simple CAPM. In particu­
lar. the intercept is higher than a proxy for the risk·free rate 
over the sample period and the coefficient of beta is well 
he! ow estimates of a market risk premium obtained from 
either expectational (Exhibit 2) or historical data (Exhibit 

1Grhe smallerctlCI'ficicnts on bctu u:>ing individual ~lock pm1folio returns 
nre likely due in pa11 to the higher measurement error in measuring 
individual stock versus portfolio hetas. 
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Exhibit 4. Mean Values of Monthly Parameter Estimates for the Relationship Bet\veen Required Returns and Beta tOr 

Both Portrolius and lnc!i~_i_~-~~al Securities (Figures in Paremhcscs ure 1 Value!-~ and Percent Positive). \982-19H7 

Intercept ll 

PorltlJ!in rcltl!ll~ 1·1.06 
(5·Ul2. lllOl 

2.7H 
!35.3 I. !00) 

Adjusted R1 ,­

!l . .'iOJ 

Security r~turns ],LJ \ ll.OHO :w.o 14.77 
(5H. I 0. I 00) ( \6.50. ':!9) 

Pond H. Wf'iglunl hy Swndartl Error/' 

Portfolio returns 

Security returns 

!J.Kh 
t21.i.6, 100) 

14.61 
{3%.9. !00) 

2.67 
!)5.Hil. 1 00) 

!.92 
(47..1. 99) 

··--··--------

0.50~ 25.-! 

U.OH!! :w.o 

aEL[U.:tlly weighted average of monthly pmmnetcr.~ c.~timatcd u.sing cm<>.~-.sectional datu h1r cuch of the T2 months. Jumwry I YH.:!- December 1 'JH7. 
hln nhtnining the reponed means, estimate-; of the monthly intercept and slope t.:odlidcnb arc weighted inversely by the '·:tandard error of the cstim<!\<: 
from the cru~~-scctionnl regn:.~sion for that month. 

'Value.-; :trc uvcm,ge."> I'm the 7'2momhly rc,grc.'>~inm. 

3).
11 

Nonetheless, the results show that the estimated risk 
premia confonn to the general theoretical relationship 
between risk and required return that is expected when 
investors nre risk-averse. 

C. Time Series Tests- Changes in Market Risk 
Premia 

A potential benefit of using ex ante risk premia is the 
e ... timation or changes in market risk premia over time. 
With changes in the economy and financial markets, equity 
investments may be perceived to change in risk. For in­
stance, investor sentiment about future business conditions 
likely affects attitudes about tile riskiness of equity invest­
ments compared to investments in the bond markets. 
Moreover, since bonds are risky investments themselves, 
equity risk premia (relative to bonds) could change due to 
chHnges in perceived riskiness of bonds. even if equitic!-1 

displayed no shifls in risk. For example. during the high 
interest rate period of the early 1980s, the high level of 
interest rate volatility made fixed income investments 
more risky holdings than they were in a world of relatively 
.'itable rates. 

11 E~tinmtion difficulties confound prccbc intetpri:!tati(m of the intercept 
a~ thrJ risk-free nne ami the coct'licicnt on beta as the market ri~k premium 
(sec Miller and Scholes 1211. and Black, Jcn~cn. and Sdmb, [2!). Thl' 
higher than cxpct:tcd intcn:ept <.~nd l\lWcr thnn expected slnpc cne!lkicnl 
on bela are consistent with the prior sludies nfBluck.Jenscn, and SL'hoiL~ 
[ 2[, and Fama ;md lvlacBct!l [91 using historical rctums. Such result~ arc 

cnnsistcnt with Black\! lllero beta model. u!though a!lernativc c:-.pla­
nminn.~ for these limHng-, exist ns wr:!t (a~· noted hy Black, Jcn.~en, :md 

Scholes 121J. 

Studying changes in risk premia for uti lily stocks, Brig­
ham. et al [4] conclude thai. prior lo 1980, utilily risk 
premia increased with the level of interest mtcs, but that 
this pultern reversed thereafter, resulting ill an inver~c 

correlation between risk premia and interest rate~. Study­
ing risk premia for both utilities and the equity markl:t 
generally, Harris 1121 also rcpmts that risk premia appear 
to change over time. Specifically, he t1nds that equity risk 
premia decreased \'>1ith lhe level of government interest 
rutes, increased with the increa.-;cs in the spread between 
corporate and government bond yields, and increased with 
increases in the di.<>persion of analysts' forecasts. Harris' 
study is, however, restricted ro the 36-month period, I <JH2 
to 1984. 

Exhibit 5 reports results of analyzing the relationship 
between equity risk premia, interest rates. and yield 
spreads between corporate and government bonds. Pol­
lowing Han·is [ 12 J. these bond yield spreads are used as a 
time series proxy for equity risk. As the perceived riskiness 
or corporate activiry increnses, the difference between 

yields on corpornte bonds and government bonds should 
increase. One would expect the !iourccs or increased rbk­
iness to corporate bonds to also increase risks to sharehold­
ers. All regressions in Exhibit 5 are corrected for serial 
correlation. 12 

---··-··--· 
120rdinary !cast squnre!. regressions shmved severe po~itivc autm:orrda­

tiun in many ~.:uses, with Durbin Wahon statistks typicu!ly he!nw 11!1::>. 

E.'-timation used the Prais-Wirt~tcn me!hnd. Sec Johnston I 14, pp . .12!-

3251. 
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Exhibit 5. Changes in Equity Risk Premia Over Time- Entries are Coet1icicnt (t-value); Dependent Variable is Equity 
Risk Premium 

Time period Intercept 

C. 1985-l9R7 

D.I98H-199! 

0.131 
(19.~2) 

OJJ92 
(1426) 

0.140 
(8. 15J 

0.064 
0.25) 

0.131 
(7.73) 

0.110 
(I 2.5Jl 

0.13fi 
{16.:!3) 

0.130 
(8.71) 

~0.651 

(-11.161 

-0.363 
(-6.74) 

-0.637 
(-5.00) 

-0.203 
(-1.63) 

-0.739 
(-9.67) 

-0.561 
(-7.30) 

-0.793 
(-8.29) 

-0.738 
(-4,96) 

0.666 
(5.48) 

1.549 
(4,84) 

0.317 
(1.87) 

0.098 
(0.40) 

0.53 

0.54 

0.41 

0.60 

0.74 

0.77 

0.68 

0.68 

Nmc: All variables arc dcrin!!d in Exhibit I. Regressiort<; were estimated using monthly data and were corrected for serial correlation Ul'iing the 
Prais-Win~tcn method. For purpo~cs of this rcgreS!.ion, variable.~ <Ire expressed in decimal fonn, e.g., 14% = 0.14. 

For the entire sample period, Panel A shows that risk 
premia are negatively related LO the level of interest rates 
- as proxied by yields on government bonds, i),. This 
ncgntive relationship is also true for each of the subperiods 
displayed in Panels B through D. Such a negative relation­
ship may result from increases in the perceived riskiness 
of investment in government debt at high levels of interest 
rates. A direct measure of uncertainty about investments 
in government bonds \vould be necessary to test this hy­
pothesis directly. 

For the entire 1982 to 1991 period, the addition of the 
yield spread risk proxy to the regressions dramatically 
lowers the magnitude of the coefficient on government 
bond yields, us can be seen by compuring Equations I and 
2 of Panel A. Furthen11ore, the coefficient of the yield 
spread (0.666) is itself significantly positive. This pattern 
suggests thar a reduction in the risk differential between 
investment in government bonds and in corporate activity 
is translated into a lower equity mnrket risk premium. 
Further examination of Panels 8 through D, ho\vever, 
suggests that the yield spread variable is much more im­
portant in explaining changes in equity risk premia in the 
early portion of the 19~0s than in the 1988 to 1991 period. 

ln summary, market equity risk premia change over 
time and appear inversely refuted to the level of govern­
ment interest rates but positively related to the bond yield 
spread, which proxies for the incremental risk of investing 
in equities as opposed to government bonds. 

IV. Conclusions 
Shareholder required rates of return and Iisk premia are 

based on theories about investors' expectations for the 
future. ln practice, however, risk premia are often esti­
mated using averages of historical returns. This paper 
applies an alternate approach to estimating risk premia that 
employs publicly available expectation a I data. At least for 
the decade studied (1982 to 1991), the resultant average 
market equity risk premium over government bonds is 
comparable in magnitude to long-tcnn differences (1926 
to I 989) in historical returns between stocks and bonds. 
There is strong evidence, however, that market risk premia 
chil!lge over time and, as a result, use of a constant histor­
ical average risk premium is not likely to mim)r changes 
in investor return requirements. The results also show that 
the expectational risk premia vary cross-sectlonally with 
the relative risk (beta) of individual stocks. 

The approach offers a straightforward and powerful aid 
in establishing required rates of return either for corporate 
investment decisions or in the regulatory arena. Since data 
are readily available on a wide range of equities, an inves­
tigator can analyze various proxy groups (e.g., portfolios 
of utility stocks) appropriate for a particular decision as 
well as analyze changes in equity return requirements over 
time. 

Copyright© 2001. All Rights Reserved. 
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A study done by Vander Weide and Carleton in 1988 1 suggests that consensus analysts' forecast 
of future growth is superior to historically oriented grow1h measures in stock valuation process 
for domestic companies. We worked with one of the original authors of the study, Dr. James H. 
Vander Weide, and closely followed his suggestions and methodology to investigate whether the 
results still hold in more recent times (200 1- 2003). 

We used the following equation to determine which estimate of future grow1h (g) best predicts 
the finn's PIE ratio when combined with the dividend payout ratio, DIE, and risk variables, B, 
Cov, Stb, and Sa. 

PIE= ao(D/E) +a 1g(Growth) +a2B(Bcta) +a3Cov(Interest Coverage Ratio) +a4Stb(Stability) +a5Sa(Std Dev) + e 

Data Description 
Eamings Per Share: IBES consensus analyst estimate of the finn's earnings for the unreported 

year. 

Price/Earnings Ratio: Closing stock price for the year divided by the consensus analyst earnings 
per share for ti-e fm1hcoming year. 

Dividends: Ratio of common dividends per share to the consensus analyst earnings 
forecast for the forthcoming fiscal year (DIE). 

Historical Growth measures 

EPS Growth Rate: 

Dividend per Share 
Grow1h Rate: 

Book Value per Share 
Growth Rate: 

Cash Flow per Share 
Grow1h Rate: 

Plowback Growth: 

Determined by a log-linear least squares regression for the latest year, 
two years, three years, ... , and ten years. 

Determined by a log-linear least squares regression for the latest year, 
two years, three years, ... , and ten years. 

Common equity divided by the common shares outstanding. 
Determined by a log-linear least squares regression for the latest year, 
two years, three years, ... , and ten years. 

Ratio of gross cash flow to common shares outstanding. 
Detennined by a log-linear least squares regression for the latest year, 
two years, three years, ... , and ten years. 

Finn's retention ratio for the cmTent year times the firm's latest annual 
retum on equity. 

3yr Plowback Grow1h: Firm's three-year average retention ratio times the firm's three-year 
average return on equity. 

Consensus Analysts' Forecasts 

Five-Year Eamings Per Share Growth: Mean analysts' forecast compiled by IBES. 

1 Vander Weide, J. H., and W. T. Carleton. "Investor Grmvth Expectations: Analysts vs. History." The Journal of 
Portfolio .Management, Spring 1988, pp. 78-82. 



Risk Variables 

B: Beta, the finn's beta versus NYSE from Value Line. 

Cov: The finn's pretax interest coverage ratio from Compustat. 
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Stb: Five-year historical eamings per share stability. Average absolute percentage difference 
between actual reported EPS and a 5yr historical EPS growth trend line from IBES. 

Sa: The standard deviation of earnings per share estimate for the fiscal year from IBES. 

We set five restrictions on the companies included in the study in order to be consistent with the 
original study and to obtain more meaningful results. 

• Excluded all firms that IBES did not follow. 
• Eliminated companies with: 

Negative EPS during any of the years 1991-2003. 
No dividend during any one of the years 1991-2003. 
P/E ratio greater than 60 in years 2001-2003. 
Less than five years of operating history. 

The final universe consisted of 41 I US firms, fifty- nine of which are utility companies. 

The study was performed in two stages. 

Stage 1 

Results 

In order to detennine which historically oriented growth measure is most highly correlated with 
each finn's end-of-year P/E ratio, we computed spearman (rank) correlations between all forty­
two historically oriented future grow1h measures and P/E. 

The result of the stage I study is displayed in Table I. Three-year plowback ratio has the highest 
correlation with P/E in 2001 and 2002, and five-year EPS grow1h rate has the highest con·elation 
with PIE in 2003. 

Table 1 

Current Year 10 
EPS -0.154 
DPS -0.333 

2001 BVPS -0.273 
CFPS -0.262 
plowback 
plowback3 

EPS -0.007 0.147 0.076 0.080 0.083 0.050 0.030 -0.018 -0.060 -0.089 
DPS -0.126 -0.202 -0.251 -0.224 -0.215 -0.239 -0.232 -0.233 -0.211 -0.198 

2002 BVPS -0.036 -0.036 -0.078 -0.115 -0.114 -0.127 -0.152 -0.162 -0.175 -0.171 
CFPS 0.056 0.045 0.017 0.021 0.030 -0.024 -0.050 -0.080 -0.125 -0.162 
plowback 0.093 
plowback3 0.180 

EPS 0.073 0.084 0.214 0.231 0.244 0.228 0.182 0.158 0.104 0.049 
DPS 0.120 0.054 -0.001 -0.078 -0.090 -0.126 -0.152 -0.165 -0.183 -0.185 

2003 BVPS 0.097 0.076 0.067 0.036 -0.045 -0.062 -0.063 -0.083 -0.105 -0.131 
CFPS 0.146 0.196 0.243 0.239 0.206 0.178 0.107 0.089 0.039 -0.022 
plowback -0.017 
plowback3 0.038 

2 
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We also independently examined utility and non-utility firms. Table 2 shows the result for the 
fifty-nine utility finns. Two-year grow1h in EPS has the highest correlation with P/E in 2001, 
four-year EPS has the highest con·elation in 2002, and six-year EPS has the highest con·elation in 
2003. 

Table 3 exhibits the result for the remaining non-utility firms. EPS one-year growth, two-year 
grow1h, and five-year growth has the highest con·elation with PIE in 2001,2002, and 2003, 
respectively. 

Table 2 
Stage1 Results for Utility Companies 

Correlations between Historically Based Growth Estimates by Year with P/E 
Current Year 1 2 3 4 5 6 7 B 10 

EPS 0.305 0.330 0.305 0.319 0.238 0.157 0.129 0.107 0.048 
DPS -0.215 -0.321 -0.302 -0.294 -0.316 -0.281 -0.332 -0.414 -0.435 -0.429 

2001 BVPS 0.164 0.137 0.147 -0.027 -0.072 -0.135 -0.117 -0.104 -0.106 -0.140 
CFPS 0.194 0.135 0.020 -0.018 -0.122 -0.157 -0.135 -0.134 -0.103 -0.219 
plowback -0.143 
plowback3 -0.027 

EPS -0.065 0.044 0.069 :o . .ffg 0.071 0.004 -0.038 -0.069 -0.061 -0.070 
DPS -0.333 -0.327 -0.278 -0.313 -0.280 -0.321 -0.277 -0.226 -0.203 -0.210 

2002 BVPS -0.325 -0.239 -0.182 -0.177 -0.230 -0.237 -0.250 -0.247 -0.235 -0.235 
CFPS -0.205 -0.132 -0.172 -0.166 -0.216 -0.289 -0.285 -0.265 -0.227 -0.218 
plowback -0.151 
plowback3 -0.133 

EPS 0.010 0.136 0.186 0.263 0.365 0.'367 0.344 0.343 0.309 0.302 
DPS 0.151 -0.029 -0.014 -0.022 -0.054 -0.117 -0.142 -0.137 -0.105 -0.092 

2003 BVPS 0.212 0.060 0.047 0.019 0.003 0.040 0.022 0.005 0.003 -0.002 
CFPS 0.222 -0.046 0.173 0.115 0.165 0.100 0.017 0.077 0.057 0.077 
plowbacl( -0.365 
plowback3 -0.403 

Table 3 
Stage1 Results for Non-Utility Companies 

Current Year 1 10 
EPS 0.1843 -0.0412 
DPS -0.2036 -0.2066 -0.2186 -0.1975 

2001 BVPS 0.0757 -0.1146 -0.1388 -0.1823 
CFPS 0.0864 -0.0162 -0.0366 -0.1325 
plowback 0.0781 
plowback3 0.1781 

EPS 0.0762 o.t7:B.i 0.0755 0.0817 0.0936 0.0757 0.0708 0.0316 -0.0011 -0.0254 
DPS -0.0804 -0.1693 -0.2103 -0.1672 -0.1519 -0.1720 -0.1645 -0.1636 -0.1394 -0.1226 

2002 BVPS 0.0527 0.0236 -0.0363 -0.0777 -0.0710 -0.0753 -0.0953 -0.1019 -0.1118 -0.1061 
CFPS 0.0905 0.0488 0.0143 0.0237 0.0563 0.0246 0.0097 -0.0079 -0.0458 -0.0821 
plowback 0.0634 
plowback3 0.1306 

EPS 0.1254 0.1783 0.2788 0.2689 0,2791 0.2622 0.2219 0.2039 0.1559 0.1090 
DPS 0:1810 0.1290 0.0655 -0.0128 -0.0101 -0.0400 -0.0630 -0.0772 -0.0930 -0.0952 

2003 BVPS 0.1555 0.1740 0.1534 0.1056 0.0127 -0.0069 -0.0054 -0.0218 -0.0416 -0.0636 
CFPS 0.1479 0.2200 0.2512 0.2429 0.2004 0.1839 0.1349 0.1286 0.0892 0.0388 
plowback -0.1109 
plowbacl<3 -0.0402 

3 
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We compared the multiple regression model of historical growth rate with the highest correlation 
to the PIE ratio from stage I to the five- year earnings per share growth forecast 

The regression results are displayed in table 4. The results show that the consensus analysts' 
forecast of future growth better approximates the firm's PIE ratio, which is consistent with the 
results found by Vander Weide and Carleton. In both regressions, R2 in the regression with the 
consensus analysts' forecast is higher than the ~ in the regression with the historical growth. 

Table 4 
Stage2 Results for Utility and Non-Utility Companies Combined 

Multiple Regression Results 
P/E = aD+ a1 D/E + a2 g + a3 B + a4 Cov + a5 Stb + a6 Sa 

Historical 
ao a1 a2 a3 a4 a5 aS RsQ F Ratio 

2001 10.43 8.46 10.79 6.79 0.02 -0.03 -18.83 0.20 13.90 
4.73 5.53 2.93 3.54 3.05 -3.06 -3.32 

2002 12.36 7.60 6.66 1.01 0.00 0.01 -32.48 0.15 9.46 
7.21 6.18 2.61 0.66 1.57 1.48 -4.04 

2003 13.34 5.96 9.87 5.27 0.01 -0.01 -20.46 0.24 17.61 
7.29 4.04 2.95 3.39 3.62 -1.31 -4.25 

Analvsts' Forecasts 
aO a1 a2 a3 a4 a5 aS Rsa F Ratio 

2001 -1.26 16.14 144.75 -0.64 0.01 -0.03 -10.76 0.47 48.00 
-0.62 11.63 13.22 -0.3B 3.07 -4.04 -2.29 

2002 3.37 13.37 106.07 -3.60 0.00 0.01 -21.85 0.35 29.73 
1.93 10.97 10.59 -2.'Sl 1.25 1.50 -3.06 

2003 4.77 12.76 61.93 4.38 0.01 0.00 -19.41 0.33 26.38 
2.65 9.48 7.25 3.01 2.45 -0.81 -4.33 

"T-stats below the coefficients in smaller font 

For utility companies shown in table 5, consensus analysts' forecast of future growth is superior 
to historically oriented growth in 2002 and 2003. R2 is lower in the regression with the consensus 
analysts' forecast in 2001. For non-utility companies, we found that consensus analysts' forecast 
of fi1ture growth is superior to the alternative in all three years (table 6). 

4 
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Stage2 Results for Utility Companies 
Multiple Regression Results 

P/E = aD+ a1 D/E + a2 g + a3 B + a4 Cov + a5 Stb + a6 Sa 
Historical 

aO a1 a2 a3 a4 a5 aS Rsa F Ratio 
2DD1 7.9D 11.D7 -11.19 -3.DD D.29 D.DD -9.37 D.44 6.38 

2.16 4.80 -5.71 -0.66 0.88 0.64 -1.51 

2DD2 13.87 7.DD -3.8D -6.89 D.56 D.DD -29.89 D.38 5.11 
4.02 3.54 -0.66 -2.01 1.48 0.42 -2.70 

2DD3 11.29 7.74 -1.65 -1.4D D.32 D.DD -5.69 D.25 2.68 
3.22 3.30 -0.23 -0.43 1.05 -0.73 -0.75 

Analysts' Forecasts 
ao a1 a2 a3 a4 a5 aS Rsa F Ratio 

2DD1 9.61 9.2D 66.61 -7.92 D.5D -D.D1 -12.83 D.27 2.95 
2.31 3.45 3.66 -1.66 1.31 -1.33 -1.76 

2DD2 12.43 7.86 5D.74 -9.61 D.5D D.DD -24.94 D.48 7.56 
3.89 5.29 3.10 -2.94 1.50 0.17 -2.41 

2DD3 5.81 11.D6 1D1.12 -1.69 -D.19 D.DD -4.75 D.5D 7.81 
1.89 6.32 4.80 -0.58 -0.74 -0.22 -0.74 

*T-stats below the coefficients in smaller font 

Table 6 
Stage2 Results for Non-Utility Companies 

Multiple Regression Results 
P/E =aD+ a1 D/E + a2 g + a3 B + a4 Cov + a5 Stb + a6 Sa 

Historical 
aO a1 a2 a3 a4 a5 aS Rsa F Ratio 

2DD1 15.9D 8.39 2.82 3.53 D.D2 -D.D3 -21.D5 D.21 12.45 
6.57 4.13 1.96 1.68 2.97 -2.14 -3.40 

2DD2 17.76 8.46 6.D2 -3.D6 D.DD D.D2 -36.97 0.27 16.78 
9.39 5.19 3.28 -1.68 1.37 2.52 -4.31 

2DD3 14.24 9.86 8.85 3.46 D.D1 D.DD -19.DD D.30 19.89 
7.49 5.89 2.49 2.11 3.23 -0.15 -3.73 

Analysts' Forecasts 
ao a1 a2 a3 a4 a5 aS Rsq F Ratio 

2DD1 -D.51 17.28 14D.84 -1.D6 D.D1 -D.D3 -8.63 D.44 36.DD 
-0.22 11.21 10.73 -0.59 2.88 -2.62 -1.63 

2DD2 5.D5 15.67 91.22 -4.D6 D.DD D.D2 -22.93 D.38 27.65 
2.48 11.23 7.66 -2.74 1.18 2.33 -2.87 

2DD3 7.25 14.47 45.6D 3.47 D.D1 D.DD -19.D9 0.33 22.3D 
3.56 9.42 4.68 2.20 2.36 -0.12 -3.89 

*T -slats below the coefficients in smaller font 

This material is ror your private information. The views expressed are the views of Anita Xu and Ami Teruya only 
through the period ended July 26, 2004 and arc subject to change based on market and other conditions. The 
opinions expressed may differ Jl·om those with different investment philosophies. The information we provide docs 
not constitute investment advice and it should not be relied on as such. It should not be considered a solicitation to 
buy or an o!Ter to sell a security. It does not take into account any investor1S particular investment objectives, 
strategies, tax status or investment horizon. We encourage you to consult your tax or financial advisor. All material 
has been obtained from sources believed to be reliable, but its accuracy is not guaranteed. There is no representation 
nor warranty as to the current accuracy of: nor liability for, decisions based on such information. Past performance is 
no guarantee of future results. 
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The average growth rate estimate from all the analysts that follow the company 
measures the consensus expectation of the investment community for that 
company. In most cases, it is necessary to use earnings forecasts rather than 
dividend forecasts due to the extreme scarcity of dividend forecasts compared 
to the widespread availability of earnings forecasts. Given the paucity and 
variability of dividend forecasts, using the latter would produce unreliable 
DCF results. In any event, the use of the DCF model prospectively assumes 
constant growth in both earnings and dividends. Moreover, as discussed below, 
there is an abundance of empirical research that shows the validity and superior­
ity of earnings forecasts relative to historical estimates when estimating the 
cost of capital. 

The unifonnity of growth projections is a test of whether they are typical of 
the market as a whole. If, for example, 10 out of 15 analysts forecast growth 
in the 7%-9% range, the probability is high that their analysis reflects a 
degree of consensus in the market as a whole. As a side note, the lack of 
unifonnity in growth projections is a reasonable indicator of higher risk. 
Chapter 3 alluded to divergence of opinion amongst analysts as a valid risk indi­
cator. 

Because of the dominance of institutional investors and their influence on 
individual investors, analysts' forecasts of long-run growth·rates provide a 
sound basis for estimating required returns. Financial analysts exert a strong 
influence ou the expectations of many investors who do not possess the 
resources to make their own forecasts, that is, they are a cause of g. The 
accuracy of these forecasts in the sense of whether they tum out to be correct 
is not at issue here, as long as they reflect widely held expectations. As long 
as the forecasts are typical and/or influential in that they are consistent with 
current stock price levels, they are relevant. The use of analysts' forecasts in 
the DCF model is sometimes denounced on the grounds that it is difficult to 
forecast earnings and dividends for only one year, let alone for longer time 
periods. This objection is unfounded, however, because it is present investor 
expectations that are being priced; it is the consensus forecast that is embedded 
in price and therefore in reqnired return, and not the future as it will tum out 
to be. 

Empirical Literature on Earnings Forecasts 

Published studies in the academic literature demonstrate that growth forecasts 
made by security analysts represent an appropriate source of DCF growth 
rates, are reasonable indicators of investor expectations and are more accurate 
than forecasts based on historical growth. These studies show that investors 
rely on analysts' forecasts to a greater extent than on historic data only. 

Academic research confirms the superiority of analysts' earnings forecasts 
over univariate time-series forecasts tlmt rely on history. This latter category 
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includes many ad hoc forecasts from statistical models, ranging from the 
naive methods of simple averages, moving averages, etc. to the sophisticated 
time-series techniques such as the Box-Jenkins modeling techniques. The 
literature suggests that analysts' earnings forecasts incorporate all the public 
information available to the analysts and the public at the time the forecasts 
are released. This finding implies that analysts have already factored historical 
growth trends into their forecast growth rates, making reliance on historical 
growth rates somewhat redundant and, at worst, potentially double counting 
growth rates which are irrelevant to future expectations. Furthermore, these 
forecasts are statistically more accurate than forecasts based solely on historical 
earnings, dividends, book value equity, and the like. 

Summary of Empirical Research 

hnportant papers include Brown and Rozeff (1978), Cragg and Malkie! (1968, 
1982), Harris (1986), Vander Weide and Carleton (1988), Lys and Sohn 
(1990), and Easterwood and Nutt (1999). 

The study by Brown and Rozeff (1978) shows that analysts, as proxied by 
Value Line analysts, make better forecasts than could be obtained using only 
historical data, because analysts have available not only past data but also a 
knowledge of such crucial factors·as rate case decisions, construction programs, 
new products, cost data, and so on. Brown and Rozeff test the accuracy of 
analysts' forecasts versus forecasts based on past data only, and conclude that 
their evidence of superior analyses means that analysts' forecasts should be 
used in studies of cost of capital. Their evidence supports the hypothesis that 
Value Line analysts consistently make better predictions than historical time­
series models. 

Using the IBES consensus earnings forecasts as proxies for investor expecta­
tion, Harris (1986) estimates the cost of equity using expected rather than 
historical earnings growth rates. In his review of the literature on financial 
analys'ts' forecasts, Harris concludes that a growing body of knowledge shows 
that analysts' earnings forecasts are indeed reflected in stock prices. Elton, 
Gruber, and Gultekin (1981) show that stock prices react more to changes in 
analysts' forecasts of earnings than they do to changes in earnings themselves, 
suggesting the usefulness of analysts' forecasts as surrogates for market expec­
tations. In an extensive National Bureau of Econontic Research study using 
analysts' earnings forecasts, Cragg and Malkiel (1982) present detailed empiri­
cal evidence that the average analyst's expectation is more similar to expecta­
tions being reflected in the marketplace than historical growth rates, and that 

: it is the best possible source nf rv--- <·' ?~th rates. The authors show that 
, hi1sto•rical growth rates do nc.. c6ntafu any information that is not already 
il)lpo•un,ded in analysts' growth forecasts. They conclude that the expectations 
fOJme:d by.Wall Street professionals get quickly and thoroughly impounded 
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A Review of Research Related to Financial Analysts' 
Forecasts and Stock Recommendations 

Abstract: This paper reviews research regarding the role of financial analysts in capital 
markets. The paper builds on the perspectives provided by Schipper (1991) and Brown (1993). 
We categorize papers published mainly since 1992 and selectively discuss aspects of these 
papers that address or suggest key research topics of ongoing interest in seven broad areas: 
analysts' decision processes, the determinants of analyst expertise and distributions of individual 
analysts' forecasts, the informativeness of analysts' research outputs, analyst and market 
efficiency with respect to information, effects of analysts' economic incentives on their research 
outputs, effects of the institutional and regulatory environment (including cross-country 
comparisons), and the limitations of databases and various research paradigms. 
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1. Introduction 

A Review of Research Related to Financial Analysts' 
Forecasts and Stock Recommendations 

This paper reviews research related to the role of financial analysts in the allocation of 

resources in capital markets. 1 Two important papers published in the early 1990s provide 

perspectives on the literature in this area, one appearing in Accounting Horizons (Schipper, 

1991) and the other appearing in the International Journal ofForecasting (Brown, 1993). Our 

paper begins by summarizing the perspectives and directions for future research suggested in 

Schipper (1991) and Brown (1993)? We then take a look at the highlights of what we have 

learned and new questions that have emerged since 1992. Our goal is to provide an organized 

look at the literature, with particular attention to important questions that remain open for fmther 

research. Brown (1993) did not restrict his review of earnings forecasting research to the role of 

financial analysts. We focus more narrowly on research related to analysts' decision processes 

and the usefulness of their forecasts and stock recommendations. Kothari (200 1) provides an 

excellent overall review of capital markets research, and we refer the reader to that paper for a 

broader perspective. 

Since 1992 no less than 250 papers related to financial analysts have appeared in the nine 

major research journals that we used to launch our review of the literature. We also note that 

during the six months ending February 21, 2008 alone 154 new working papers with the word 

"analysts" in the abstract have posted to the Social Sciences Research Network, so the task for 

1 Much of this paper reprints, by permission, Ramnath et al. (2008). Ramnath et al. (2008) provide a detailed 
taxonomy listing and categorizing every paper published in 11 research journals since 1992. This paper differs from 
Ramnath eta!. (2008) in that this paper selectively and critically reviews examples of the research in each of the 
seven broad areas of the Ramnath et al. (2008) taxonomy. 
2 Also see Givoly and Lakonishok (1983) for a review of analysts' forecasting research prior to 1983. 



the next authors of a review article in this area will be even more daunting. 

In our review of papers published since 1992, we find much progress in some of the areas 

identified by Schipper (1991) and Brown (1993) and less progress in other areas. In patticular, 

the research has evolved from descriptions of the statistical properties of analysts' forecasts to 

investigations of the incentives and decision processes that give rise to those properties. 

However, in spite of this broader focus, much of analysts' decision processes and the market's 

mechanism of drawing a useful consensus from the combination of individual analysts' decisions 

remain hidden in a black box. Furthermore, we still have much to learn about the relevant 

valuation metrics and the mechanism by which analysts and investors translate forecasts into 

present equity values. For example, with renewed popularity of the earnings-based valuation 

model in the early 1990s, research turned toward an investigation of the model's role in the 

market's conversion of analysts' earnings forecasts into current equity values. Given the 

unexpected result that this model does a relatively pam· job of explaining the variation in market 

prices and analysts' price forecasts and recommendations, researchers have turned their attention 

to examining heuristics that might better explain analyst and market decisions about firm value. 

We still have much to learn about the heuristics relied upon by analysts and the market and 

appropriateness of their use. 

The rest of this paper draws attention to these and other issues that have arisen since 

1992. The next section provides a summary of the questions identified in Schipper (1991) and 

Brown (1993) and the directions for future research suggested by those authors, as well as the 

authors of the four papers commenting on Brown (1993). Section 3 reviews papers published 

mainly since Schipper (1991) and Brown (1993) and also identifies new research questions that 

emerge from our reading of the literature. Section 4 provides concluding comments highlighting 
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the areas we consider most promising for future research. 

2. Perspective from Schipper (1991) and Brown (1993) 

Schipper's ( 1991) commentary makes two major points. First, she suggests that research 

regarding analysts' earnings forecasts tends to focus too narrowly on the statistical properties of 

the forecasts, without considering the full decision context and economic incentives that may 

affect those prope1ties. She takes the perspective that the analyst's job is to provide buy-sell­

hold recommendations and provide research reports to support those recommendations. 

Schipper (1991) describes analysts' earnings forecasts as one component of their research repmts 

and a means to an end rather than an end in themselves. She suggests that a more complete 

description of analysts' economic incentives and the role of earnings forecasts in the full decision 

context of analysts should lead to richer hypotheses regarding the statistical properties of the 

earnings forecasts. The second major point (related to the first) is that research regarding the 

statistical prope1ties of analysts' earnings forecasts focuses on the outputs from rather than the 

inputs to the analyst's decision process. The commentary calls for more research into how 

analysts actually use accounting infmmation and their own earnings forecasts in making 

decisions. 

From Brown's (1993) review paper, we glean four key points. First, he points out that 

models producing the most accurate forecasts of an earnings variable should also produce the 

best proxies for the market's expectations, assuming market efficiency and assuming the 

research design cmTectly models the valuation implications of the earnings variable. Under these 

assumptions, in Brown's words, "predictive ability and association are two sides of the same 

coin." Brown notes mixed results on this issue and calls for future research to sort out whether 
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the apparently conflicting results stem from research design problems or market inefficiency. 

Second, Brown admonishes researchers to carefully consider whether summary files of I/B/E/S 

consensus forecasts make sense for their studies. Although the date of the I/B/E/S report and 

coding of the forecast horizon indicates a timely consensus, the consensus may contain stale 

forecasts not updated since the information event on which the study intends to condition the 

forecasts (O'Brien, 1988). Brown suggests that using the 1/B/E/S detail files can avoid this 

problem, and that forecast timeliness is a crucial attribute for effective proxies for analyst 

eamings expectations when evaluating the accuracy or price-relevance of those expectations3 

Third, Brown (1993) calls for research to better understand the role of analysts' forecasts in post-

earnings announcement drift. In particular, he calls for research into reasons for variation in the 

degree and speed of forecast convergence following earnings announcements and the effect, if 

any, of forecast convergence on post-earnings announcement drift. Finally, like Schipper (I 99 I), 

Brown calls for research to better understand the decision processes of analysts and the roles of 

analysts' earnings forecasts, macroeconomic and industry factors, and other information in 

formulating stock price forecasts and recommendations. 

In terms of research methodology, both Brown (I 993) and Schipper (1991) indicate that 

behavioral research can play a more prominent role in understanding the uses of accounting and 

other information to make stock recommendations, within the full context of the analyst's 

decision environment and economic incentives. In Brown's words, "joint research by capital 

markets researchers and behavioralists to examine these issues more thoroughly would 

considerably enhance our understanding of the role of analysts in the price formation process." 

3 Most of the studies reviewed by Brown ( 1993) relied on either 1/B/E/S consensus or Value Line data. With less 
frequency, studies also used Merrill Lynch's Opinion Alert, Standard and Poors Earnings Forecaster and lack's 
Investment Research. Some used detail files from I/B/E/S and Zacks which, as the paper points out, only became 
readily available towards the end of the period reviewed. 
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It will be interesting to see the extent to which the role of behavioral research has expanded since 

1992. 

Four authors commented on Brown (1993), and each provides interesting insights and 

suggestions for future research. For example, 0'1-Ianlon (1993) calls for investigations of the 

degree to which financial analysts' earnings forecasts effectively distinguish permanent from 

temporary earnings changes. Thomas (1993, p. 327) suggests that the importance of research 

into how analysts make earnings predictions depends on the answers to several questions, 

including: whether analysts' forecasts influence the marginal investor; whether they seek to 

predict reported earnings or a 'core' earnings number that will persist in the future; and whether 

their incentives are consistent with producing the most accurate forecasts possible. Brown (P.) 

(1993) calls for research into whether some analysts are better forecasters than others, whether 

the market's earnings expectations reflect these differences, and the degree to which consensus 

forecasts drawn from analyst tracking services such as 1/B/E/S reflect investor expectations. 

Zmijewski (1993) focuses on the need for investigations of cross-country variation in properties 

of earnings forecasts and their roles in price formation in capital markets. 

Based on our reading of Schipper (1991) and Brown (1993) and its related comment 

papers, along with an initial look at the research published over the last 12 years, we decided to 

organize our review around the following seven broad research areas: (I) What is the nature of 

analysts' decision processes and how do analysts rationalize the forecasts and recommendations 

contained in their research repmis? (2) What is the nature of analyst expertise and what are the 

characteristics of distributions of individual analyst earnings forecasts? (3) How informative are 

the outputs from analyst research (including earnings forecasts, target price forecasts, stock 

recommendations and conceptual analysis)? (4) Do analysts' forecasts and recommendations 

5 



efficiently impound information about future earnings? Do stock prices efficiently impound the 

information in analysts' forecasts and recommendations? (5) How do analyst and management 

incentives affect the statistical properties of analysts' forecasts? (6) How does variation in the 

regulatory environment (over time and across countries) affect the behavior of analysts' forecasts 

and the role of analysts in capital markets? (7) What are some research design and database 

issues that threaten the validity of inferences from studies of the behavior of analysts and their 

forecasts and recommendations? The next section is divided into seven subsections that 

selectively review research papers addressing these questions, with selective focus on papers 

published since Brown (1993). 

3. Selective review of research related to the role of financial analysts in capital markets 

The questions at the end of section 2 above naturally arise from the picture of the 

analyst's reporting environment shown in figure I. Figure I puts the analyst's overall reporting 

environment in perspective. The analyst obtains/develops information from various sources 

including: earnings and other infmmation from SEC filings, such as proxy statements and 

qumierly and annual reports; industry reports and reports describing macro-economic conditions; 

and conference calls and other management communications. From this infonnation the analyst 

produces earnings forecasts, target price forecasts and stock recommendations, along with a 

conceptual repmi describing the finn's prospects. Investors use these outputs from analyst 

research to make trading decisions that affect market prices. lfthe analyst forecasting process 

and capital markets are efficient, then market prices and analysts' forecasts immediately reflect 

all of the information described in the figure. Inefficiencies create predictable analyst forecast 

eiTors and stock price changes. The decision processes and analyst research output pictured in 
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figure 1 depend on overall governing forces including: regulatory and institutional factors 

that vary over time and across countries, and analysts' economic incentives. Finally, limitations 

associated with archival databases and econometric/analytical research technology create 

research design issues that constrain our views of the forces that ultimately drive market prices. 

We launched our review by listing and categorizing all papers related to analysts and 

published since 1992 in the following nine major research journals: The Accounting Review, 

Contemporwy Accounting Research, International Journal of Forecasting, Journal of 

Accounting and Economics, Journal of Accounting Research, Journal of Finance, Journal of 

Financial Economics, Review of Accozmting Studies, and Review of Financial Studies. However, 

we expanded the set of papers as needed, given references to papers outside of the initial 

timeframe or published in other journals. We discuss papers as they apply to each of the seven 

research areas described at the end of section 2 above. These seven subsections are also shown 

in figure 1 and fonn our outline below. Our goal is not to provide exhaustive reviews of (or even 

references to) all of the papers published since 1992, but rather to selectively discuss papers 

addressing key issues and to suggest new questions that might become the subject of research 

during the foreseeable future. 

3.1. Inputs to analysts' earnings forecasts and stock recommendations 

This section reviews research regarding the role of earnings and other information in the 

broader context of the decision processes analysts use to produce their research reports and stock 

recommendations. 

3.1.1 Inputs to research reports 
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Learning about the information analysts use and understanding analysts' decision 

processes is no easy matter. Researchers have used surveys to simply ask analysts how they 

process information (e.g., Block 1999), protocol analysis to record analysts' thought processes as 

they process information (e.g., Bouwman, et al. 1995), content analysis of analysts' research 

reports to infer the information analysts' rely upon to make forecasts and recommendations (e.g., 

Rogers and Grant 1997), and laboratory experiments to study how analysts use information (e.g., 

Maines, et a!. 1997). As opposed to the research methods mentioned above, archival studies 

potentially offer more generalizable results, but are limited in their ability to penetrate the black 

box containing analysts' actual decision processes. The challenge is that analysts have a context-

specific task that is very difficult to model. The rest of this section reviews research from each 

of the paradigms mentioned above. 

Previts et al. (1994) examine a broad cross-section of 4 79 sell-side analyst reports (from 

Investext) to ascertain the information that analysts apparently use to make decisions. The 

content of the reports suggested heavy analyst use of earnings-related information and a strategy 

of disaggregating finn-level infmmation into segments beyond the disaggregation level provided 

in GAAP-based segment reporting footnotes. The study also finds evidence of substantial 

analyst effort to extract non-recurring items and focus on "core" or "adjusted" earnings as a basis 

for forecasting future earnings 4 The study also reports heavy analyst reliance on management 

for information, emphasizing the intermediation role of financial analysts. Interestingly, the 

authors also observe that analysts prefer following firms with effective strategies for presenting 

smooth earnings streams. The paper reports (p. 63) that "analysts most frequently refer to 

accounting earnings quality in terms of a company's ability to manage earnings through the 

4 The focus on "core" earnings relates to the substantial literature on 'pro-forma' earnings (e.g., Gu and Chen (2004) 
and Bradshaw and Sloan (2002)). 
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establishment and adjustment of conservative, discretionary reserves, allowances, and off­

balance-sheet assets, which provide analysts a low-risk earnings platform for making stock price 

forecasts and buy/sell/hold recommendations ... " It would be interesting to investigate whether 

analysts continue to endorse such views in the wake of Regulation Fair Disclosure (Reg. FD) and 

the Sarbanes-Oxley Act of 2002. Reg. FD changed the landscape for management 

correspondence with analysts so as to make information uniformly available to all analysts. We 

discuss the impact of Reg. FD and related research more fully in section 3.6.1. The Sarbanes­

Oxley Act of2002 called for expanded disclosure by firms and imposed senior executive 

responsibility for corporate disclosures. The Act also defines a code of conduct for analysts. 

Collectively, the various provisions of Reg. FD and the Sarbanes-Oxley Act likely decreased 

firms' ability to manage earnings and increased incentives and rewards for analysts to forecast 

unmanaged earnings without the help of private communications from management. 

Rogers and Grant (1997) extend Previts eta!. by using "context-specific" content analysis 

to examine 187 sell-side analyst reports issued between July 1993 and June 1994 (obtained from 

the One Source database). They report that only about one-half of the information in the 

analysts' research reports could be found in the corresponding corporate annual reports, 

consistent with analysts also using other, external, information . Further, even within the annual 

report about one-half of the information seems to have been obtained from the narrative sections 

(e.g., MD&A and president's letter) rather than the basic financial statements. Thus, examining 

analyst reports based solely on quantitative information may not capture the complex nature of 

the analyst's task. 

Using protocol analysis, Bouwman eta!. (1995) confirm the aforementioned findings 

from content analysis of research reports that analysts rely on a variety of sources in their 
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analysis.5 They further find that, in making investment decisions, the nature of information used 

by buy-side analysts varies among the different stages of the decision process. In the 

familiarization stage, which involved getting to know the company and its general financial 

condition, subjects relied heavily on the GAAP-based materials, especially performance ratios 

and the historical summary provided in the I 0-K. They relied most heavily on segment 

information (with more emphasis on non-GAAP materials) while performing an in-depth 

analysis of the company. Finally, while integrating material from the other phases and reaching 

a final screening decision, the analysts relied more heavily on non-GAAP general company 

information. Analysts also often verbalized a desire for information not included with the 

materials, such as more segment information, a I 0-year rather than 5-year historical summary, 

more forward looking infonnation about management's plans and one or two research reports by 

sell-side ("Street") analysts. 

Maines, et a!. (1997) use experimental methods to examine the importance of segment 

disclosures to analysts' decisions. Subjects were presented with a hypothetical firm's financial 

statements, which included results for two segments, one of which included two divisions.6 The 

study manipulated two factors: congruence/incongruence between the segment definitions for 

internal and external reporting purposes; and similarity/dissimilarity between the product lines of 

the divisions combined in the segment with two divisions. As long as the analysts were told that 

the company's external reporting conformed to its internal reporting, there was no evidence to 

suggest that dissimilarity between divisions combined into a segment diminished analyst 

5 Bouwman et at. ( 1995) asked 12 buy-side analysts to "think out loud" as they examined a variety of information to 
determine whether a particular company merited further consideration as an investment opportunity. The analysts 
took an average of 52 minutes at the task and generated an average of 4,000 recorded words, which the researchers 
transcribed into nearly 400 pages of text. GAAP-based materials included the company's most recent 10-K, 10-Q 
and proxy statement; and non-GAAP materials included a COMPUSTAT report, an S&P stock report, an industry 
level report and current stock price information. 
6 Their subjects averaged 5.5 years of experience and included 42 buy-side analysts, 8 sell-side analysts and 6 
analysts involved in other investment-related jobs. 
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confidence in their forecasts and recommendations. The results suggest that analysts suspect 

companies of obscuring the definitions of segments in order to hide performance issues, and that 

the FASB's new conformity rules for segment reporting should alleviate these suspicions. The 

same experiment was conducted with 60 MBA students. Unlike the experienced analysts, the 

MBA students were unable to discern from information in the MD&A section of the annual 

report whether or not the two divisions combined into one segment were similar or dissimilar. 

This calls into question the use of student subjects as sunogates for financial analysts and also 

suggests the need for research to better understand the development of analyst expertise. 

Several experimental studies have evaluated whether classification issues affect expert 

analysts' judgments. For example, in an experiment involving 56 experienced buy-side analysts 

who specialize in banking industry stocks, Hirst et al. (2004) evaluate whether classification of 

gains and losses on financial assets and liabilities affected analysts' judgments. The researchers 

manipulated two variables: the reporting of gains and losses due to interest rate risk (full-fair­

value versus piecemeal-fair-value); and the banks exposure to interest rate risk (fully hedged 

versus exposed). In the full-fair-value condition, fair values of all financial assets and liabilities 

were recorded on the balance sheet and all gains and losses were reported on a performance 

statement immediately following the income statement. Under piecemeal-fair-value accounting 

the same information was available, but deposits and liabilities were not marked to market on the 

balance sheet and gains and losses on those instruments were reported in the footnotes. The 

results indicate that the analysts were only able to effectively adjust their risk assessments and 

valuation judgments for the higher risk of exposed banks when the financial statements of those 

banks applied full-fair-value accounting. The study also examined the effect of the analyst's 

workload and found that analysts following less than 40 (the sample median) stocks in their 
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normal work environment performed significantly better in distinguishing the risk characteristics 

of exposed versus fully hedged banks. This suggests the need for further research into the effects 

of spreading analysts' workloads across larger numbers of stocks. It also suggests an important 

reason why buy-side analysts have an interest in the reports of sell-side analysts who typically 

follow far fewer stocks. Other experimental studies showing similar effects of accounting 

method or classification on the judgments of experienced analysts include Hopkins (I 996), Hirst 

and Hopkins (I 998) and Hopkins et al. (2000). 

A number of archival studies suggest that complexity affects analyst forecast accuracy 

(e.g., Brown et al. 1987; Haw et al. 1994; Lang and Lundholm 1996; Duru and Reeb 2002; 

Clement 1999). Perhaps the most direct test of this proposition is in Plumlee (2003), which 

examines the effects of six aspects of the Tax Reform Act of 1986 (TRA86) on errors in Value 

Line analysts' effective tax rate forecasts for 355 firms. The six tax law changes vary in 

complexity from a simple decline from 48% to 36% in the corporate statutory tax rate to the 

highly complex implementation of an alternative minimum tax. The results indicate a significant 

positive relation between the absolute values of errors in forecasting effective tax rates and the 

research proxies for the expected effects of the three most complex tax law changes; and an 

insignificant relation with the three least complex tax law changes. Plumlee interprets her results 

as indicating that higher information complexity reduces analysts' use of the information, due 

either to analysts' processing limitations or time constraints. Since the research design did not 

predict the direction of the forecast errors, an alternative explanation is that analysts obtained and 

efficiently processed all possible information regarding the effects of the more complex tax law 

changes, but because those effects were highly uncertain, forecast errors were large in absolute 
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value for firms most affected. Further research is needed to distinguish between these 

explanations. 

Research also suggests that analysts are more likely to cover firms that provide them with 

more (better quality) information required for analysis. Lang and Lundholm (1996) find that the 

quality of corporate disclosures (as rated by expert analyst committees) affects analysts' 

coverage decisions and the accuracy of their forecasts. In a more detailed study of the disclosure 

items that analysts value most, Healy and Hutton (!999) identify 97 firms whose disclosure 

quality ratings jumped significantly during the period between 1978 and 199!. They find that 

the following factors apparently play an important role in analysts' evaluations offinm' 

disclosures policies: segmental reporting quality, quality and candidness in the management 

discussion and analysis (MD&A) section of annual and quarterly reports; publication of 

supplemental disclosures outside of required periodic reports; and availability of management to 

analysts. Consistent with Healy and Hutton ( 1999), Botosan and Harris (2000) find that analyst 

following increased with firms' decisions to include information on segment activity as part of 

their quarterly (as opposed to only annual) reports. 

In other examples of studies that relate disclosure quality to analysts' forecasting 

decisions, Bowen eta!. (2002) and Barron eta!. (!999) find that analysts' forecast accuracy 

depends on conference call information and the quality of managers' MD&A disclosures, 

respectively; and Williams (1996) finds that analysts' reliance on management earnings forecasts 

depends on the reliability of the forecast as measured by past management forecast accuracy. 

Chandra eta!. (!999) find that analysts effectively use industry trade association disclosures to 

estimate the persistence of firm-specific sales changes. Ely and Mande (1996) find that analysts' 

earnings forecast revisions reflect the corroborative information in dividend and earnings 
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announcements, particularly when the earnings information is noisy. Thus, analysts appear to 

rely on detailed information in corporate reports, and their incentives to cover firms and report 

accurately appear to be related to the quality of corporate disclosures. We expect archival 

research to continue identifying associations between information variables and analysts' 

forecasting decisions. However, archival association studies cannot determine whether analysts 

actually use the specific information variables or whether analysts' private information 

production activities produce signals that are correlated with the public signals. Experimental 

research and protocol analysis can play important roles in evaluating the relative importance of 

each public information variable, as well as the importance of analysts' private infonnation 

development activities, to analysts' actual forecasting decision processes. 

3.1.2 The role of eamings forecasts and other information for analysts' recommendations 

Bandyopadhyay et al. (1995) examine "the decision-usefulness of analysts' earnings 

forecasts for their price forecasts" (p. 430). They obtain analysts' price and earnings forecasts 

for 128 firms from Research Evaluation Service (RES), and Value Line price and earnings 

forecast data for the 46 firms in the group that are also covered by Value Line. RES supplies 

forecasts of prices over a 12 month forecast horizon and Value Line supplies price forecasts over 

a 3-5 year forecast horizon. Both databases provide current year and next year earnings 

forecasts, and Value Line also provides a 3-5 year earnings forecast. The primary results show 

that revisions (from June 30 to September 30) in RES forecasts of the next year's earnings 

explains about 30% of the variation in revisions in RES's 12-month ahead price forecast. In 

contrast, revisions in Value Line's 3-5 year earnings forecast explain about 60% of the variation 

in the revisions in Value Line's 3-5 year price forecasts. Thus, the authors conclude that 
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analysts' earnings forecasts provide important inputs to their price forecasting decisions, and the 

relation between the two variables increases with the forecast horizon. While these results 

provide insight into analysts' decision processes, they do not provide information as to the 

mechanism used by analysts to convert earnings forecasts into price forecasts. 

Block (1999), in a survey of 880 members of the Association for Investment 

Management and Research (AIMR), finds that nearly half of the respondents never used present 

value techniques, while only 15% always used present value techniques in security valuation. 

Demirakos eta!. (2004) use content analysis to examine sell-side analyst research reports (from 

Investext) and also find that analysts overwhelmingly refer to simple P/E multiples to support 

their stock recommendations. Bradshaw (2002) analyzes research reports of analysts and he too 

finds that analysts do not refer to present value techniques as a method they rely on to support 

their recommendations.7 However, Bradshaw (2004, p. 27) points out that analysts may choose 

to communicate with investors in terms of simple heuristics that correlate with more 

sophisticated multiperiod present value models underlying analysts' valuation and 

recommendation judgments. l-Ie finds that a simple heuristic based on analysts' consensus long-

term growth rate forecasts explains 23% of the variation in analysts' consensus stock 

recommendations (both variables from First Call over the 1994-98 time period). However, this 

simple heuristic (i.e., buy stocks with high long-term growth rate forecasts) is negatively 

correlated with value-to-price ratios derived from more sophisticated residual income valuation 

models. Furthermore, the long-term growth rate forecasts are also negatively correlated with 

abnormal returns over the year following the publication of the consensus forecasts and 

7 Consistent with the view that analysts rely more on multiples to value stocks, as opposed to relying on variants of 
DCF valuation models, only 23% of the reports contain earnings forecasts with horizons beyond the next fiscal year. 
Also, consistent with this view, the study finds that only 13% of the analyst reports refer to any variation of a DCF 
valuation model in computing price targets. 
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recommendations. This evidence is consistent with analysts pushing stocks whose high long­

term growth rate forecasts have already been overpriced by the market. Bradshaw also finds 

evidence to suggest that the value-to-price ratios are positively associated with future abnormal 

returns but negatively associated with the analysts' recommendations. All in all, Bradshaw's 

evidence suggests that analysts do not use their own earnings forecasts efficiently in making 

recommendations. However, Bradshaw's sample period corresponded to a time period when the 

market was overheating, perhaps due to analysts' pushing their long-tenn growth forecasts. It 

will be interesting to examine if heuristics used by analysts to generate recommendations change 

over time, as well as the effects of these heuristics and recommendations on stock prices in 

different time periods. 

If analysts' valuation judgments do not conform to finance theory, what models do 

analysts use to convert their forecasts into value judgments? Bradshaw (2002) examines 

approximately 100 analysts research reports from lnvestext, dated (primarily) in 1998 or 1999, 

and finds that analysts most frequently justify their recommendations with references to P/E 

ratios and long-term growth rate forecasts. Thus, it appears that analysts combine their long­

term growth forecasts with the firm's PIE ratio to reach a valuation and recommendation 

decision. The PEG ratio, a popular Street heuristic, suggests that a tirm's forward P/E ratio 

should equal I 00 times its long-term growth rate forecast (Lynch 1989, p. 198). Bradshaw 

(2002) uses this heuristic to create pseudo price targets and finds that these pseudo price targets 

are highly correlated (r=0.39) with the level of analysts' buy/hold recommendations and with 

analysts' reported target prices (r=0.50). On the other hand, he finds smaller correlations of 

reported target prices with pseudo target prices based on industry P/E multiples (that do not 

consider differences across firms in long-term growth rates) and no correlation between these 
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PIE multiples-based pseudo target prices and recommendations. He concludes that the PEG ratio 

is an impmiant heuristic used by analysts to convert their earnings forecasts into target prices 

forecasts and recommendations. Alternatively, analysts may use other valuation techniques, but 

simply use the PEG ratio to justify report recommendations and/or use models that are correlated 

with the PEG ratio. 

While Bradshaw (2004) finds that consensus analyst recommendations based on analysts' 

consensus long-term earnings growth rate forecasts do not predict abnormal returns, he does not 

examine the association between the relative accuracy of an individual analyst's earnings 

forecasts and the profitability of the analyst's stock recommendations. Lob and Mian (2006) 

address this issue. Specifically, they compare the profitability of stock recommendations of 

relatively accurate earnings forecasters to those of poor earnings forecasters in any given firm-

year. Relying on I/8/E/S earnings forecasts and recommendations related to over 32,000 firm-

years between 1994 and 1999, they find that monthly abnormal returns on hedge portfolios based 

on recommendations of analysts in the top (bottom) quintile of earnings forecast accuracy are, on 

average, approximately 0.74% (-0.53%). The differences are highly significant, both statistically 

and economically. The authors infer that efforts by analysts to produce accurate earnings 

forecasts pay off in terms of the profitability of their stock recommendations. Thus, it appears 

that analysts use their earnings forecasts to produce stock recommendations, with more accurate 

forecasters providing more profitable recommendations. However, the model translating the 

earnings forecasts into valuation and recommendation judgments remains an elusive issue for 

further research. 

3.2. The nature of analyst expertise and distributional characteristics of itulividual analyst 
eam ings forecasts 
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In this section, we discuss research related to two commonly studied properties of 

analysts' earnings forecasts: forecast accuracy of individual analysts and the dispersion in 

forecasts provided by all analysts for a finn. 

3.2.1 Forecast Accuracy 

Studying earnings forecast accuracy of individual analysts is important for at least two 

reasons. First, investors benefit from identifying more accurate forecasts (and forecasters). 

Earnings forecasts are an input to analysts' stock recommendations; more accurate forecasters 

may provide more profitable stock recommendations, i.e., better input leads to better output (Loh 

and Mian 2006). Second, from a researcher's perspective identifying more accurate forecasts is 

important because in an efticient market, the market's expectation should reflect the best (most 

accurate) information available at any point in time. Studies that use analysts' forecasts as 

proxies for the market's earnings expectation should take into account investors' ability to 

identify and differentially weight earnings forecasts of individual analysts (Maines 1996). 

Forecast accuracy is also important to analysts. More accurate forecasters are likely to be 

rewarded and less accurate forecasters may be forced to change brokerage houses or leave the 

profession. The reward to accurate forecasting may be in the form of recognition (for example, 

being selected to the Institutional Investor All American team) and/or career advancement (Hong 

and Kubik 2003). Mikhail et al. (1999) examine the relation between forecast accuracy and 

analyst turnover and find that analysts who contribute forecasts to the Zacks database are more 

likely to change brokerage firms or leave the database altogether when their forecast accuracy is 

lower relative to their peers. They find that the profitability of analysts' stock recommendations 

is unrelated to analyst turnover, suggesting that analysts may have more of an incentive to issue 
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accurate forecasts than to provide profitable stock recommendations. Forecast accuracy 

therefore seems important to both analysts and investors. 

Research on analysts' earnings forecast accuracy has focused on two main attributes: I) 

the natme of the forecast itself, for example, whether the forecast reflects new information or 

whether the analyst is merely herding with the consensus; and 2) characteristics of the analyst 

including his/her affiliation, for example, the analyst's prior experience and the brokerage firm 

that the analyst represents. 

3.2.1.1. Forecast characteristics 

Analyst forecasts for a firm differ on a number of dimensions like age (time between the 

forecast date and the related earnings announcement) and implied information in the forecast. It 

is fairly well established in the literature that recent forecasts are more accurate (O'Brien 1988). 

Gleason and Lee (2003) find that the price impact of forecasts depend on whether the analyst 

brings new information to the market. Analysts' earnings forecast revisions may bring their 

previous forecast closer to the cmrent consensus (generally referred to as herding), or they may 

diverge from the existing consensus. Gleason and Lee (2003) show that forecast revisions are 

more informative, i.e., elicit bigger price responses, when they diverge from the consensus. 

Clement and Tse (2005) find that one reason why bold (diverging) forecasts have bigger price 

impact is because they are more accurate. Further, they find that bold forecast revisions tend to 

improve the previous forecast of the same analyst to a greater extent than herding forecasts. This 

is consistent with bold forecasts conveying more of the analyst's private information about the 

firm. Consistent with the predictions in Trueman (1994), they also find that smaller forecast 

revisions are more highly correlated with forecast errors (after the revision); herding analysts 
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revise their forecasts in the direction suggested by their infonnation, but are less likely than bold 

analysts to fully incorporate this information in their forecasts. 

Analysts may have to make a trade-off between timeliness of their forecasts and forecast 

accuracy, i.e., they could quickly issue forecasts in response to new information, or wait for 

additional information/analysis to provide more accurate forecasts. Cooper, Day and Lewis 

(200 I) study the market response to forecast revisions by lead and follower analysts in one high­

tech industry (semiconductors and printed circuit boards) and one low-tech industry 

(restaurants). They find that the price response to forecast revisions of lead analysts, defined as 

analysts who provide timely forecasts, in both industries is higher than the price response to 

follower analysts. Their results also suggest that timeliness is valued more by investors than ex 

post accuracy in the forecasts. Mazes (2003) also finds some evidence that timely forecasts are 

less accurate ex post, but do improve on the accuracy of the existing forecasts. From an investor 

usefulness standpoint, however, the timeliness of the forecast seems to be at least as important a 

criterion as forecast accuracy. 

Together these results suggest that while accuracy may be an important criterion in 

evaluating forecasts, analysts could easily improve their accuracy by herding with (or improving 

on) existing forecasts of superior analysts. Thus studies that evaluate analyst forecast accuracy 

using ex post data may identify analysts as "superior" in tenns of forecast accuracy, but these 

analysts may actually not be bringing any new information to the market place. Reliance on ex 

post accuracy measures may also explain why forecast accuracy increases as the age of the 

forecast decreases. Analysts providing forecasts later in the period have the advantage of 

observing the predictions of other analysts in addition to other infonnation about the finn. Sinha 

et a!. ( 1997) recognize the effect of forecast age on accuracy and find that forecast accuracy 
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differs across analysts, but only after controlling for the relative age of the forecasts. They 

further find that analysts identified as superior ex ante, on either firm-specific or industry levels, 

continue to provide more accurate forecasts in the subsequent year. However, Sinha et al. do not 

control for forecast age in their predictive tests, which would affect their conclusions if for 

example, superior forecasters systematically issue forecasts later in the holdout period. 

Interestingly, they find that inferior analysts do not provide poorer earnings estimates over the 

next year. However, their evidence is consistent with analysts differing in earnings forecast 

accuracy even after controlling for ex post bias in identifying accurate forecasters. 

If analysts have superior information and bold forecasts are valued more by investors, 

why do some analysts choose to herd (and not fully convey their private information)?8 

Trueman (1994) suggests that forecast boldness is related to analysts' self-confidence. Analysts 

who have confidence in their forecasting abilities are more likely to issue bold forecasts while 

analysts who have lower confidence in their abilities are likely to herd. Hong et al (2000) find 

that analysts with less experience are more likely to herd, suggesting that career concerns may 

inhibit analyst boldness. Clarke and Subramanian (2006) argue that prior forecasting 

perfonnance should be related to the degree of boldness in future forecasts. Specifically, they 

analytically demonstrate aU-shaped relation between forecast boldness and prior forecasting 

performance, i.e., analysts with either relatively good or poor performance in the past are more 

likely to issue bold forecasts than analysts whose past accuracy is closer to the average. This 

relation is driven by compensation and career concerns and is unaffected by the ability of the 

analyst or the quality of the analyst's private information. Consistent with their model's 

8 It is also possible that analysts issue similar forecasts (i.e., appear to herd) because they possess the same 
information. \Velch (2000) in a study of analyst recommendations finds some evidence that herding towards the 
consensus does not appear to be information driven. Specifically, he finds that analyst recommendations do not herd 
to the consensus any stronger when the consensus recommendation turns out to be a good predictor (ex post) of 
future stock returns. 
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predictions, they find that I/B/E/S analysts (1988-2000) with relatively superior or poor prior 

performance are more likely to issue bold forecasts than analysts in the intermediate group. 

Another reason why analysts may herd is because they may be concerned about their 

reputation, or their private information may be inconsistent with contemporaneously available 

public signals (Graham 1999). It is also possible that more uncertainty regarding a firm's future 

performance may lead to herding among analysts. An interesting extension of this stream of 

research will be to examine whether forecasting difficulty is associated with herding behavior. 

For example, is herding behavior more prevalent for firms that have higher variance in actual 

earnings? Higher dispersion in analysts' forecasts (which is inverse of herding behavior) is 

generally seen as an indication of analyst uncetiainty with respect to finn earnings. It could well 

be the case that analysts may choose to herd when earnings are more uncertain, leading to lower 

dispersion in forecasts for firms with less predictable earnings. 

3.2.1.2. Characteristics oftlze forecaster 

Given that more accurate forecasts are more value relevant, identifying expert forecasters 

is a profitable strategy for investors. Characteristics that are associated with analyst superiority 

should also be of interest to brokerage houses (employers), in trying to enhance the quality of 

their output. If the quality of analyst forecasts and recommendations differ systematically based 

on analyst characteristics, then researchers could also use these characteristics to compute 

superior measures of earnings expectations. 

One way to identify expert forecasters is by relying on external agencies, such as 

Institutional Investor (II), which annually recognizes, by industry, expert forecasters as All Star 

analysts. In fact, Stickel (1992) shows that II All Stars tend to outperform other analysts in terms 
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of forecast accuracy. Alternatively, one could identify expert analysts by studying analyst 

characteristics including the brokerage finn the analyst represents. Mikhail eta!. (1997) use the 

Zacks Investment Research database and document that analysts' forecast errors decrease as their 

finn-specific experience increases, consistent with analysts learning over time. They also find 

that experienced analysts' forecast errors are more closely related to the market reaction around 

earnings announcements than the forecast errors of less experienced analysts. This is consistent 

with the market understanding the effect of experience on accuracy. However, they do not find 

consistent evidence that analysts with greater firm-specific forecasting experience also issue 

more profitable stock recommendations. 

Using analyst forecast data from l/B/E/S, Clement (1999) examines the association 

between analysts' experience, affiliation, and specialization on their forecast accuracy. Like 

Mikhail eta!. (1997), he also finds that analysts with more experience are more accurate in their 

earnings forecasts. Further, he finds that analysts affiliated with large brokerage houses, and 

who cover fewer firms and industries provide more accurate forecasts. 9 Thus resources available 

to the employer and specialization also seem to increase forecast accuracy. 

Jacob eta!. (1999) argue that certain analyst-company alignments (which they refer to as 

"analyst aptitude") may be more successful (in terms of accurate forecasting) because some 

analysts may have a natural aptitude in forecasting earnings for particular firms. Increases in 

firm-specific experience, as measured by the length of time over which analysts have made 

earnings forecasts for a firm, may merely be a manifestation of analysts' ability to better forecast 

earnings for that firm. They reexamine Clement's findings and find that the positive association 

9 Mikhail eta!. ( 1997) do not find improvement in forecast accuracy for analysts following fewer industries. 
However, they use Zacks' forecasts whereas Clement (1999) uses 1/B/E/S forecasts. Mikhail et al. define industry 
concentration as the number of fim1s followed by an analyst in the same 2-digit SIC as the subject firm, divided by 
the total number of firms followed by the same analyst on Zacks. On the other hand, Clement's measure of industry 
concentration is the number of2-digit SICs for which an analyst issues forecasts on 1/B/E/S. 
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between experience and forecast accuracy diminishes after controlling for analyst-company 

alignment. They conclude that it is more likely analysts' aptih1de rather than overall experience 

that explains analyst forecasting superiority. They also find that analysts are more accurate in 

firm-quarters where they make more frequent forecasts. 

It is ce1iainly useful to understand why certain analysts are superior forecasters than 

others. However, if investors are merely interested in identifying superior analysts (in terms of 

forecasting accuracy), gathering information on these various analyst and brokerage firm 

characteristics may not be beneficial, especially if other (simpler) avenues to predict future 

performance are available. Brown (200 I b) shows that a simple model that only takes into 

account past forecast accuracy of analysts does at least as well as the more complicated analyst 

characteristics model (Clement 1999) in predicting future forecast accuracy. Brown and Mohd 

(2003) also find that forecast age is as good a predictor of forecast accuracy, and is equally 

representative of investor expectations, as the five analyst characteristics model in Clement 

(1999). Further if as Cooper eta!. (2001) show, timeliness is more important than accuracy 

when it comes to investment decisions, the importance of studying forecast accuracy for 

economic reasons may be diminished. 

Analyst characteristics that are associated with forecast accuracy may also be important 

for brokerage houses that employ analysts. Notwithstanding the fact that brokerage houses have 

more information about the analyst (other than just forecast accuracy), Mikhail et a!.' s ( 1999) 

finding that analyst turnover is higher when analysts are inferior relative to their peers suggests 

that brokerage houses do evaluate analysts based on forecast accuracy. This finding together 

with Jacob et al.'s (1999) finding that certain analyst-company alignments are more successful 

than others suggests that even if employers do not terminate inferior analysts (based on relatively 
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inaccurate forecasts for certain firms), the analyst could be reassigned to cover other firms. An 

interesting extension of the Jacob et a!. finding will be to examine whether analysts who are 

accurate forecasters for certain companies but are not as accurate with others, continue with the 

same brokerage house but get reassigned out of the companies in which they are not very 

accurate. 10 

Another interesting issue for future research is to examine why certain firms assign their 

analysts to cover more firms and industries when analyst accuracy is improved by following 

fewer firms and industries. Clement (1999) reports that analysts in the 90th percentile of his 

sample cover 21 (seven) more firms (industries) than analysts in the lOth percentile. While a 

quick explanation is that these are most likely smaller brokerage firms that employ fewer 

analysts, the role of such "over worked" analysts in the market is still an interesting issue. 

Specifically, what is the role of these "inferior" analysts when other, presumably superior, 

analysts cover the same company for larger brokerage houses? Do investors respond to the 

forecasts of the inferior analysts, and if so, why? 11 

3.2.2. Dispersion in analyst forecasts as a measure of investor uncertainty 

Forecast dispersion (measured as the standard deviation in analyst forecasts), which is a 

signal of the extent of analyst disagreement about a firm's upcoming eamings, is generally used 

as a proxy for investor uncertainty prior to information events. The reasoning (similar to the 

reasoning for using the mean/median earnings forecast as the market's expectation of earnings) 

10 l-Iang and Kubik (2003) provide some evidence on this issue. They find that relatively inferior analysts are more 
likely to be taken out of covering prestigious stocks (defined as stocks followed by at least 20 analysts and/or with 
market cap over $5 billion) even if they continue to work for the same brokerage firm. 
11 Mikhail et al. (2004) find that stock recommendations of superior analysts (measured based on profitability of 
prior year recommendations) continue to be more profitable than that of inferior analysts. However, even stock 
recommendations of historically inferior analysts are profitable (see their tables 3 and 4). 
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is that disagreement among analysts reflects general disagreement among investors. Based on 

the notion that investor disagreement is one factor that triggers trading in stock markets, forecast 

dispersion is generally used to study trading volume around information events such as earnings 

announcements. 

Barron (1995) builds on prior research that had documented a positive relation between 

trading volume and the level of prior dispersion in analysts' forecasts as well as changes in 

analyst forecast dispersion (e.g., Ziebart 1990). He suggests that even if there is no change in the 

level of dispersion, trading may result because analysts change their relative positions rrom one 

forecast period to the next. He refers to this reordering of analyst beliefs as "belief jumbling." 

Using 1/B/E/S annual forecast data from 1984-1990 he finds that belief jumbling is positively 

related to monthly trading volume even after controlling for other variables that have been 

posited to be related to trading volume such as the absolute price change (Abarbanell et al. 

1995). Consistent with prior research, he also finds that both the level of prior dispersion in 

analysts' forecasts and changes in analyst forecast dispersion are positively related to monthly 

trading volume. 

While Barron (1995) focuses on the general relation between monthly trading volume 

and monthly disagreement measures, Bamber et al. (1997) extend the analysis to eamings 

announcement periods. They restrict their sample to firm-quarters (1/B/E/S forecasts; 1984-

1994) where at least five analysts issue annual earnings forecasts in the 45 days preceding 

interim announcements and also revise their annual earnings forecasts in the 30 days following 

the announcement. Bamber et al. find that all three measures of investor disagreement identified 

in Barron (1995) are also positively related to abnormal trading volume around earnings 

announcements. Prior research suggests that earnings announcements generally resolve pre-
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announcement uncertainty; therefore, trading around earnings announcements should be related 

to prior dispersion in beliefs (i.e., forecast dispersion prior to the announcement). Bamber et al. 

show that earnings announcements may actually trigger further trading through two other 

mechanisms: belief jumbling and increases in forecast dispersion from before to after the 

announcement. 

Barron et al. (1998) analytically show that the mean forecast error, together with forecast 

dispersion and number of forecasts, can be used to estimate analysts' totaluncetiainty as well as 

their consensus (common uncertainty relative to total uncertainty). Specifically, they show that 

higher dispersion implies higher totaluncetiainty but lower consensus. More importantly, they 

show that forecast dispersion is a measure of analysts' idiosyncratic uncertainty and therefore 

does not fully capture total earnings uncertainty. Total uncertainty is a combination of the 

common uncertainty shared by all analysts and forecast dispersion. They point out that 

decreases in forecast dispersion (after for example, earnings announcements), may not signal a 

decrease in overall uncertainty but rather a decrease in uncertainty related to the idiosyncratic 

component of analyst forecasts. 

Barron et al. (2002) use the Barron et al. ( 1998) measures of consensus and uncertainty 

and examine the dispersion in analysts' annual earnings forecasts before and after interim 

earnings announcements to test whether earnings announcements spark gathering of private 

information by analysts (as observed through their forecast revision activity). Prior research 

suggested that release of public information such as earnings announcements may decrease the 

need for private information gathering. Barron et al. (2002) find that consensus among analysts 

actually decreases in the days following the earnings announcement consistent with analysts 

embedding more private information into their forecast revisions (for example through their 
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individualistic interpretation of the earnings news). They also show that the decrease in 

consensus is related to the number of analysts revising their eamings forecasts after an 

announcement which could explain the increased revision activity documented by Stickel (1989) 

following interim earnings announcements. Barron et al. (2005) further extend this line of 

research and find that trading volume around earnings announcements is related to the extent of 

private information gathering around earnings announcements. 

Diether et al. (2002) use IIB/E/S data and find that stocks with high (low) earnings 

forecast dispersion earn negative (positive) returns in the subsequent month. The difference in 

returns between stocks in the highest and lowest quintile of forecast dispersion is 9.48% 

(annualized). They also find that the forecast dispersion effect is strongest for small stocks, even 

though return differences are observed in larger stocks as well. They interpret their results as 

consistent with Miller's (1977) prediction that in the presence of short sale constraints, investor 

disagreement will result in share prices reflecting the most optimistic valuations. This 

overvaluation of high dispersion stocks leads to negative returns in subsequent periods. 

Consistent with the return evidence, Diether et al. also find that analyst optimism is strongest 

when disagreement among analysts (forecast dispersion) is high. They conclude that their 

evidence is consistent with forecast dispersion being a proxy for investor disagreement and not 

as a proxy for risk. Forecast dispersion is negatively related to returns; if dispersion is a proxy 

for risk, dispersion should be positively related to future returns. 

Johnson (2004) suggests that the finding in Diether et al. is consistent with a standard 

asset pricing model where forecast dispersion proxies for uncertainty about an upcoming signal 

of the value of the underlying asset (i.e., current earnings). He argues that this effect should be 

most evident in highly leveraged firms where the (option) value of equity should increase with 
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uncertainty, leading to lower returns in the future. Results based on IBES forecast data are 

consistent with the predictions; the negative relation between forecast dispersion and future 

returns documented by Diether et a!. exists only for firms with risky debt. Alternatively, Chen 

and Jiambalvo (2005) argue that the findings ofDiether eta!. may be driven by post earnings 

announcement drift that has been well documented in the accounting literature. Higher forecast 

dispersion is typically associated with poor earnings performance, which is followed by negative 

price drifts. 

Findings from the forecast dispersion studies described above suggest more interesting 

avenues for future research. For example, in their model of analyst uncertainty, Barron eta!. 

(1998) assume that the precision of private information is the same across all analysts. This 

assumption appears too restrictive when we consider the empirical evidence regarding the 

distribution of analyst forecasts for a finn. It will be interesting to examine implications for 

analyst uncertainty and market trading if this assumption is relaxed and the precision of private 

information is allowed to vary across analysts. 12 Second, more research is necessary in tying the 

Barron eta!. (1998) uncertainty measures to disclosure practices of firms. For example, do firms that 

have a reputation of providing higher quality disclosures have higher precision of common information 

and higher level of consensus as defined by Barron eta!.? In an interesting foray in this direction, Byard 

and Shaw (2003) find that analyst forecast distributions for firms with a reputation for providing higher 

quality disclosures reflect a greater precision of both analysts' common and idiosyncratic (private) 

information. 

3.3 Information content of analysts' research output 

I:! In a recent working paper, Gu (2005) relaxes this assumption and provides generalized measures of the analysts' 
common and private information based on observable forecasts. 
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This section addresses questions related to informativeness of output from analysts' 

research. The output variables include earnings forecasts, target price forecasts, stock 

recommendations, and other information rationalizing the forecasts and recommendations. We 

first discuss research related to the information content of earnings surprise measured with 

reference to analysts' quarterly earnings forecasts. Then section 3.3.2 discusses research related 

to the informativeness of analysts' earnings forecast revisions. Section 3.3.3 discusses research 

related to the combination of all four output variables, and section 3.3.4 discusses research 

relying on analysts' long-term earnings growth forecasts. 

3.3.1 Information content of analysts' eamings forecast errors 

The association between returns and analysts' earnings forecast errors depends on the 

degree to which the forecast proxies for the market's expectations at the beginning of the return 

accumulation period, the value relevance of the earnings variable, and the model translating 

current earnings into value. An interesting puzzle emerged with evidence in O'Brien (1988) 

suggesting that, although more accurate than time-series model earnings predictions, analysts' 

quarterly earnings forecasts are not necessarily better proxies for the market's earnings 

expectations. 13 As noted by Brown (1993) this raises the question as to why accuracy and 

association approaches to comparing alternative earnings forecasts are not "two sides of the same 

coin." Wiedman (1996) builds on Brown et al. (BRS; 1987) to address this issue. 

BRS argue that the analyst's forecasting advantage (relative to time-series models) 

should increase with the dimensionality of the information set (i.e., the number of available 

information signals beyond the time-series of historical earnings), and decrease with both the 

D Although outside the scope of this paper, Foster ( 1977) similarly notes the curious result that simpler time series 
models of quarterly earnings (e.g., seasonal random walk) produce forecasts that outperform more descriptive 
models (e.g., seasonally differenced first order autoregressive) in producing forecasts that conform more closely to 
the market's earnings expectations. Bernard and Thomas ( 1989, 1990) and others build on this evidence by 
demonstrating profitable trading strategies that take advantage of this apparent inefficiency. 
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variance of the signals as unbiased estimators of the target earnings variable (i.e., signal 

imprecision) and the correlation (or common information) among the signals. Using a more 

recent sample (1988-91 versus 1977-82) of over 19,000 finn-quarters of 1/B/E/S earnings 

forecasts, Wiedman confim1s the BRS results that analysts' forecasting advantage increases with 

finn size (the proxy for dimensionality) and decreases with the dispersion in analysts' forecasts 

(the proxy for signal variance). Also similar to BRS, Wiedman fails to find the hypothesized 

positive relation between superior analyst accuracy and number of lines of business (proxying 

for lack of correlation among signals). In fact, she observes a significantly negative effect on 

both the accuracy and market expectations proxy dimensions of analysts' forecasting advantage. 

The interpretation of the apparently negative effect oflines of business on analyst's forecasting 

advantage awaits further research. Nevertheless, Wiedman's results support the notion that 

evaluations of earnings forecasts on the accuracy and association with returns dimensions are 

two sides of the same coin (p. 323). 

In contrast, Walther (1997) finds no relation between forecast accuracy and the degree to 

which analysts' earnings forecasts proxy for the market's earnings expectations. Walther (1997) 

finds that the superiority of Zacks analysts' forecasts as proxies for the market's earnings 

expectations increases with firm size (and analyst following). However, Walther attributes this 

result to effects of investor sophistication rather than increased forecast accuracy. The results 

generally support her prediction in that for finn-quarters with high (low) investor sophistication, 

the mean 120-day analyst forecast (seasonal random walk forecast) serves as a better proxy for 

the market's earnings expectations. For example, she finds that the ratio of the ERC based on 

the analyst forecast error as the measure of earnings surprise to the ERC based on the forecast 

error from a seasonal random walk is 0.56 (1.83) in the lowest (highest) institutional ownership 
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quintile, where the lowest (highest) quintile corresponds to a mean of II% (70%) of company 

shares held by institutional investors. Unlike Wiedman's investor sophistication proxies, ex post 

forecast accuracy does not explain the degree to which one forecast or the other reflects the 

market's eamings expectations. Thus, the puzzle remains: Why does the most accurate model 

not consistently produce the forecast most associated with the market's earnings expectations? 

Another question emerges from Walther (1997): If not for accuracy, why would a more 

sophisticated investor be more likely to rely on sell-side analysts' earnings forecasts? Whether 

and to what degree factors, in addition to (or instead of) forecast accuracy affect the marginal 

investor's reliance on one model or another to form earnings expectations remains an interesting 

avenue for fi.1rther research. 

Effective market association tests require an understanding of the valuation implications 

of unexpected earnings. The market impact of an earnings surprise depends on its persistence 

(e.g., Konnendi and Lipe, 1987; Easton and Zmijewski 1989), and persistence varies with the 

nature of the earnings components that create the surprise. In the mid-1990s analysts' revenue 

forecasts (and actuals) became readily available to academic researchers through 1/B/E/S. An 

interesting question is whether the nature of the revenue surprise informs the market as to the 

expected persistence of the earnings surprise and, in turn, affects the market's response to the 

earnings surprise. Ertimur and Livnat (2003) provide evidence on this issue. In a sample of over 

20,000 firm-quarters with IIB/E/S consensus revenue and earnings forecasts spanning the years 

1994 to 200 I, they find that the market responds positively (negatively) to increases in earnings 

of glamour firms when those earnings are driven by revenue increases (expense decreases that 

outweigh revenue decreases). On the other hand, the market does not disproportionately reward 

value firms' earnings increases driven by revenue increases. Ertimur and Livnat also find that 
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the market looks to the components of earnings to estimate effects of earnings management. 

They find that the market views suspiciously the earnings of a firm barely meeting analysts' 

forecasts while reporting disappointing revenues. Thus, details of the source of the earnings 

surprise explain differences in the intensity and direction of the market's response. 

In addition to revenues, researchers might begin examining the information content of 

other components of analyst-based measures of earnings surprise. For example, cash flow 

forecasts are becoming more available on l/B/E/S, especially for international finns (OeFond and 

Hung, 2007). From the difference between analysts' earnings and cash flow forecasts, 

researchers might infer analysts' accruals forecasts, which can serve as a benchmark from which 

to measure unexpected accruals at earnings announcement dates. For example, Melendrez eta!. 

(2005) derive unexpected accruals in this manner and report that the market overprices accruals, 

particularly for loss firms. 

3.3.2 Analysts' earnings forecast revisions 

In tests of the information content of analysts' forecasts of upcoming quarterly or annual 

earnings, the key variables are the market's RESPONSE and the NEWS the analyst brings to the 

market. RESPONSE is typically measured as market-adjusted returns around the forecast 

announcement date, and NEWS is measured as the analyst's new earnings forecast (F) minus a 

proxy for the market's expectations of that forecast immediately before the announcement date 

[i.e., NEWS=F-E(F)]. The literature includes a curious regularity indicating that the analyst's 

own most recent (i.e., current outstanding) forecast of the target earnings variable is the best 

proxy for E(F) (e.g., Stickel, 1991; Gleason and Lee, 2003). However, other papers use different 

proxies for E(F) but do not compare these proxies to the analyst's own most recent forecast to 

see which NEWS variable is most associated with returns (e.g., Chen eta!. 2005). 
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Measurement error in the NEWS proxy potentially creates ambiguities in cross-sectional 

comparisons of the information content of forecast revisions. For example, Clement and Tse 

(2003) rely on the analyst's own most recent forecast as the proxy for market expectations and 

find lower market response to low innovation revisions (i.e., those moving towards the 

consensus). However, this result is consistent with the interpretation that the analyst's prior 

forecast is a particularly poor proxy for the market's expectations in "low innovation" situations 

and therefore the measurement error in the NEWS proxy is large and drives the market's 

response coefficient towards zero. More research is needed to better understand how the market 

forms its expectations regarding the timing and magnitude of an individual analyst's next 

earnings forecast. 

A number of recent papers contain results suggesting that market participants care about 

analyst forecast accuracy (see section 3.2). This implies that the intensity of the market's 

response to earnings forecast revisions should increase with analyst forecasting superiority. 

With reference to a sample of over 15,000 analyst-finn-year observations from 1/B/E/S detail 

files, Park and Stice (2000) find a positive correlation between past forecast usefulness and the 

market's response to individual analysts' forecast revisions. Williams (1996) introduces the 

usefulness concept and Park and Stice operationalize it as the percentage of times in the last two 

years that the analyst's forecast proved more accurate than the prevailing consensus. 

Interestingly, Park and Stice (2000) do not find a spillover effect of forecasting superiority from 

one finn to other firms followed by the same analyst. The authors interpret these results to 

suggest that analyst forecasting superiority stems more from access to inside information from 

management than from superior ability to analyze commonly available information. An 

interesting extension of Park and Stice (2000) would be to see if changes in the information 
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environment after Reg. FD and Sarbanes-Oxley affect the source of superior analysts' 

forecasting advantage. 14 

So, do investors recognize analyst characteristics that affect forecast accuracy and react 

accordingly to forecast revisions? In an application of the Brunswick lens model to an archival 

study (using Zacks data including over 200,000 analyst-firm-quarters spanning 1981-1999), 

Bonner eta!. (2003) find that firm-quarters characterized by relatively high investor 

sophistication are also characterized by market response to analysts' quarterly earnings forecast 

revisions reflecting better understanding of ex ante expected analyst forecast accuracy. 15 

Investor sophistication is associated with price responses that better reflect forecast age and prior 

forecast accuracy as the two dominant ex ante predictors of analyst accuracy. 16 

Chen eta!. (2005) find that the market's response to analysts' forecast revisions is 

consistent with investors leaming about analysts' forecasting ability in a Bayesian fashion as 

more observations of past forecast accuracy become available. However, the key variable in 

their study, the number of observations available to measure the analyst's average prior 

accuracy, is highly correlated with experience, a variable that prior research finds is associated 

with individual analyst forecast accuracy. 17 Further, the paper considers empirical proxies for 

the market's prior assessment of the analyst's forecasting ability (i.e., size of the brokerage's 

14 Also see Ivkovic and Jegadeesh (2004) who "find that earnings forecast revisions are least informative in the 
week after an earnings announcement and that the information content generally increases over event time." They 
also find "a sharp increase in the information content of upward forecast revisions and recommendation upgrades in 
the week before earnings announcements, but ... do not find a similar increase for downward revisions or for 
recommendation downgrades." 
15 Investor sophistication is proxied using factor analysis of analyst following, institutional interest, and dollar value 
of shares traded. 
16 As discussed in section 3.2, Brown and Mohd (2003) and Brown (200lb) find that forecast age, and past forecast 
accuracy, respectively, predicts future forecast accuracy at least as well as more sophisticated models. Findings in 
Bonner at al. are consistent with sophisticated investors recognizing this. 
17 Chen et al. address this issue in two ways. First, they control for the effect of experience on past forecast 
accuracy. However, this analysis does not control for the effect of experience on expected forecast accuracy. 
Second, they find no evidence that analyst forecast accuracy improves with experience. However, these results are 
at odds with research showing that forecast accuracy is correlated with experience (Mikhail et al. 1997; Clement, 
1999). 

35 



research department, brokerage house reputation and earnings predictability of the followed 

firm), but does not include variables to proxy for the precision of the market's prior earnings 

expectations. A likely candidate is the dispersion of the analysts' forecasts in the consensus that 

proxies for the market's prior earnings expectation (i.e., the benchmark from which the quantity 

of news is measured). Future research should consider the degree to which the market's 

response to analysts' forecast revisions depends on the precision of the market's prior earnings 

expectation, and should also include controls for effects of analyst experience on expected 

forecast accuracy. 

While Chen et al. (2005, p. 5) interpret their results to indicate that investors "process 

information rationally and in a sophisticated manner", Clement and Tse (2003, p. 242) "conclude 

that return responses to forecast revisions are inconsistent with investors' use of rational 

expectations of forecast accuracy ... " (emphasis added). Using a sample of over 35,000 real 

time current year earnings forecast revisions from the First Call database (1994-98 sample 

period), Clement and Tse find that: individual analyst forecast accuracy increases with the 

analyst's prior year forecast accuracy, the size of the analyst's brokerage house, the number 

times the analyst issues a forecast for the firm in the current year (forecast frequency), and the 

number of prior years in which the analyst has issued a forecast for the firm (firm experience); 

and accuracy decreases with the forecast horizon and the number of companies and industries the 

analyst follows. These results are consistent with prior research. Clement and Tse also 

introduce a new variable, 'days elapsed since the most recent forecast' by any analyst following 

the firm, which they find is negatively related to forecast accuracy. 

Consistent with their market irrationality inference, Clement and Tse' s primary findings 

are: (I) the market attaches significantly more (positive) weight on brokerage house size than the 
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weight estimated in their forecast accuracy prediction model; and (2) the market weighs the 

forecast horizon and 'days since last forecast' variables positively, whereas the accuracy 

prediction model weighs them negatively. 18
•
19 

Variables omitted from the Clement and Tse study include "forecast immediacy" and 

"forecast usefulness." Mazes (2003) conceptualizes "forecast immediacy" as "the speed with 

which analysts respond to a significant change in the publicly available information set." Mazes 

predicts (and finds) that his proxies for forecast immediacy are positively related to forecast 

dispersion (i.e., uncertainty), negatively related to forecast accuracy, and positively related to 

forecast usefulness. Mazes (2003) measures usefulness as the relative improvement in forecast 

accuracy (i.e., resolution of uncertainty) from one forecast (or forecast cluster) to the next. 

Longer horizon forecasts and forecasts issued after more time has elapsed are likely to have 

greater forecast immediacy and usefulness. For example, longer horizon forecasts are those 

issued relatively early in the sequence and are therefore likely to be associated with greater 

forecast immediacy. Similarly, forecasts issued in a sequence following a long period without 

forecasts are likely to have greater forecast immediacy. In both cases, the analysts issuing the 

earlier forecasts in the sequence are likely to have been willing to trade off accuracy for 

timeliness in their responses that significantly inform the market's earnings expectations. This 

might explain why even though these forecasts tend to have low forecast accuracy (before 

conditioning on the accuracy of the previous forecast), Clement and Tse find (contrary to their 

predictions) that they have more impact on returns. Future research should consider resolution 

18 The tests do not convincingly reject the market rationality hypothesis with respect to any of the other 
characteristics studied, including prior forecast accuracy, forecast frequency, firm experience, and number of 
companies and industries followed by the analyst. 
19 Bonner eta!. (2003) investigate very much the same issue as Clement and Tse (2003) and reach different 
conclusions. Clement and Tse use a Mishkin procedure to investigate investor rationality; whereas, Bonner eta!. 
(2003) use a Brunswick lens model. Future research should explore the impact of the differences in method on the 
results of the two studies. Beyond method, the two studies differ in that Bonner et al. condition their analysis on 
investor sophistication, whereas Clement and Tse do not. 
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of uncertainty as a key ingredient in explaining the variation in the market's response to earnings 

forecast revisions. 

3.3.3 Analysts' recommendations and research reports 

Until very recently, research on the infom1ation content of information in analysts' research 

reports focused on either earnings forecasts or stock recommendations in isolation. Recent 

papers classify the information in analysts' research reports into four categories: earnings 

forecasts, target price forecasts, investment recommendations, and conceptual arguments 

supporting the forecasts and recommendations. While some view the recommendation as the 

bottom line ofthe research report (e.g., Schipper 1991), analysts' recommendations generally fall 

into three categories, strong buy, buy and hold, with sell and strong sell categories used much 

less frequently (McNichols and O'Brien, 1997). These coarse gradations leave room for the 

other variables in the report to provide information to investors over and above, or in some cases 

subsuming, the information in the summary recommendations. The four papers (one 

experimental and three archival) we discuss below provide examples of emerging research in this 

area. 

Francis and Soffer (1997) examine 556 analyst research reports available in the Investext 

database between 1989 and 1991. They find that 3-day returns centered on the report 

announcement date are significantly associated with both the recommendation and earnings 

forecast revisions. The evidence suggests that the market responds more strongly to earnings 

forecast revisions accompanied by buy (versus hold or sell) recommendations. The authors 

argue that because analysts bias recommendations upward, investors turn to earnings forecast 

revisions for more information when analysts issue buy or strong buy recommendations. Hirst et 
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a!. (1995) make the opposite argument. They suggest that doubting the veracity of the 

recommendation should carry over to other information in the research report. They predict that 

only when recommendations are unfavorable or unexpectedly revised downward will investors 

expend the effort to analyze any of the information in the repoti and impound that information in 

their decisions. Hirst eta!. find support for their prediction in an experiment using student 

subjects. In an archival study, Asquith et a!. (2005) also find evidence consistent with the Hirst 

eta!. prediction. They find a stronger association between the strength of analysts' remarks and 

returns around the release of analyst reports containing recommendation downgrades as 

compared to reiterations or recommendation upgrades. 

To reconcile the findings in the three studies described above, we offer a slightly 

different perspective on investor perceptions of information credibility. All three studies 

consider investor response to information incremental to the recommendation. However, the 

incremental information variable in Francis and Soffer (1997) is the earnings forecast revision; 

whereas, Asquith et a!. (2005) and Hirst et a!. (1995) consider strength of arguments variables. 

Analysts' reputations depend directly on their earnings forecast accuracy (e.g., Mikhail eta!., 

1999), and records of forecast accuracy are carefully maintained by interested observers; 

whereas, accuracy regarding the strength of the analyst's arguments is harder to verify. For these 

reasons, investors may view earnings forecast revisions as more credible than the strength of 

analysts' remarks in support of buy recommendations. On the other hand, given analysts' 

incentives to bias recommendations upward, investors may attach more credibility to analysts' 

arguments in support of hold and sell recommendations. Further empirical research (both 

experimental and archival) can enhance our understanding of the interaction between the type of 
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recommendation and investor use of the various types of other information in analysts' research 

reports. 

Brav and Lehavy (2003 ) extend this literature by adding analysts' target price forecasts 

to earnings forecasts revisions and stock recommendations. They find that all three variables 

contribute significantly to explaining variation in returns around research report dates.20 While 

earnings and target price forecast revisions are most significant for reiterations, the coefficients 

on these variables are also significantly positive in cases of recommendation upgrades and 

downgrades. Brav and Lehavy find that only two-thirds of all analysts' reports include target 

prices, and reports containing buy or strong buy recommendations are more likely to contain 

target price forecasts. The authors speculate that analysts may provide target prices to stimulate 

the purchase of stocks in conjunction with their buy recommendations. Short-selling restrictions 

constrain trading commissions associated with target price forecasts to stimulate sell 

recommendations, and the authors suggest that lowering price targets to stimulate sell orders 

could jeopardize already strained relations with managers of the followed firms. These 

conjectures warrant examination in further research. 21 Brav and Lehavy also find that when the 

analyst revises the recommendation in a direction opposite to (same as) the direction of the target 

price revision, the association between returns and the recommendation revision declines 

(increases) dramatically. In addition, the evidence indicates a significantly larger market 

response to target price forecast revisions accompanied by downward (versus upward) earnings 

forecast revisions. Why this is the case and, more generally, understanding the interactive 

20 Brav and Lehavy (2003) obtain all earnings forecasts, target price forecasts and recommendations from the First 
Call real time database. The sample includes over 70,000 research reports during the years 1997-99. 
21 Reports with reiterations are also more likely than other report types to contain a target price forecast, suggesting 
that analysts use their target price forecasts to provide finer gradations of information than they are able to provide 
with their recommendations. Similarly, Asquith et al. find a significant market reaction to target price forecast 
revision and strength of arguments variables included in reports with reiterations of stock recommendations. Thus, 
reports contain valuable detailed information even when the analyst does not see fit to change the recommendation. 
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effects between all combinations of the three variables warrants further research. Given the 

peculiar time period of the study (I 997 -99) and difficult research design issues associated with 

the earnings forecast revision variable (see section 3.3.2), further research is needed to validate 

the Brav and Lehavy findings that target price forecast revisions contain information incremental 

to concurrently released earnings forecast revisions. If investors have more information from 

alternative sources about earnings than about target prices, the forecast revision variable may 

contain less surprise than the target price revision variable. Furthermore, the Brav and Lehavy 

regression assumes a constant revision response coefficient (RRC) across all firms. Simply 

allowing for industry differences could generate a stronger RRC and leave less unexplained 

variation for the target price forecast revision variable to pick up in terms of incremental analyst 

expertise. 

The two most important/prominent summary statistics associated with equity securities 

are earnings per share and stock price. Studies like Brav and Lehavy (2003) of the 

informativeness of target price forecast revisions, conditional on the informativeness of earnings 

forecast revisions, potentially provide insight into analyst expertise in modeling the relation 

between earnings and returns. Opening the black box containing the process by which analysts 

convert earnings forecasts into price forecasts could provide interesting insights into valuation 

models most relevant to investors and to the allocation of scarce resources in capital markets. 

However, the persistent explanatory power of the earnings variable with the target price variable 

in the regression suggests that the market's translation of earnings forecasts into current equity 

value differs from the analyst's. An interesting question for future research is why earnings 

forecast revisions have a significant relation with returns conditional on both recommendations 

and target prices. 
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Asquith et a!. (2005) evaluate the information content of the strength of analysts' 

arguments in conjunction with all three forecast and recommendation variables studied by Brav 

and Lehavy (2003). Asquith et al. develop their strength of arguments variable based on the 

research team's coding of 14 different types of analyst remarks as either positive or negative in 

390 actual analyst research reports issued between 1997 and 1999?2 A multivariate regression 

model explains 25% of the variation in rehJrns during 3-day windows centered on the research 

report announcement date, and most of the explanatory power appears to come from the target 

price change variable. However, the strength of arguments variable is highly significant, 

suggesting that market prices are sensitive to detailed information in the analyst's research 

report, controlling for the infonnation summarized by the other three variables. The market 

response appears most sensitive to negative analyst remarks regarding the company's prospects 

for earnings or revenue growth and whether the company met expectations, and to positive 

analyst remarks regarding the company's new projects, stock repurchases, and risk. 

An alternative explanation for the relative importance of the Asquith eta!. strength of 

arguments and target price forecast revision variables is that these represent unique information 

that the individual analyst brings to the market. The earnings forecast revision and 

recommendation variables (which appear to be subsumed by the other two variables) are more 

likely to mimic the forecasts and recommendations of other analysts already in the public 

domain, particularly for larger firms, and the finn-size effects documented in the study seems to 

support this explanation. 

zz The small sample (gathered from Investext) is largely due needing the analyst's most recent prior research report 
for purposes of computing revision variables. Asquith eta!. report that during their time period analysts' reports 
rarely included prior forecasts and recommendations. On the other hand, Francis and Soffer report that about half of 
the reports in their sample from the years 1989-1991 included the analyst's prior eaming forecast and 
recommendation. This raises the question as to the factors that explain analysts' decisions to include comparison 
forecasts and recommendations from prior reports. Apparently this decision varies over time and across firm­
analyst pairs. 
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Asquith et al. (2005) also analyze the interactive effect of recommendation type 

(reiteration, upgrade or downgrade) on the market's response to the four information variables 

and a variable indicating the existence of an underwriting relationship. From this analysis, it 

appears that target price forecast revisions and the strength of argument variable matter most in 

the case of downgrades, and this is the only analysis where the underwriting variable is 

significant in the expected direction. It appears that the downgrade is only informative when the 

analyst works for a brokerage with an underwriting relationship with the followed firm. This is 

consistent with the view that the market considers the underwriting relationship to create 

incentives for the analyst to bias recommendations upward, and so views a downward 

recommendation in this situation as very bad news. However, it is unclear why the market 

would not also consider downgrades as bad news when analysts do not have such incentives?3 

Further research is needed to see if the results hold in larger samples and in a variety of 

economic conditions (1997-99 were boom years). 

Our reading of Asquith et al. (2005) suggests other questions for further research. The 

authors point out that the earnings forecast revision and strength of argument variables are highly 

correlated, and "this relation suggests that positive (negative) earnings forecast revisions are 

generally suppotted by more optimistic (pessimistic) analyst statements." This begs the question 

as to the interactive effect of the strength of arguments variable on the market's reaction to 

earnings forecast revisions. Interactions between other variables would also be interesting to 

examine. For example, does the market respond more negatively to information in a stock 

downgrade accompanied by a negative earnings forecast or target price revision than to a stock 

::.J The sample size is small, including only 193 observations, and the study is silent on the handling of outliers which 
could significantly affect interactions depending on very few observations. Brav and Lehavy (2003), for example, 
winsorize their earnings and target price forecast revision variables at the 151 and 991

h percentiles and further examine 
the regression results for effects of influential observations. 
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downgrade accompanied by an upward earnings forecast or target price revision? Finally, it is 

not clear what analysts are trying to communicate through their stock recommendations. In 

pmticular, what does a reiteration of a strong buy or a downgrade from a strong buy to a buy 

really mean? In the 17.6% of the Asquith et al. sample where analysts reiterated a strong buy, 

the target price forecast increased by only 1%. Why would analysts reiterate a strong buy if they 

can only increase their target price forecast by 1 %? One explanation might be that the price has 

not yet increased from the last strong buy recommendation and therefore the analyst still views 

the finn as undervalued. However, abnormal returns around these report release dates are 

relatively small. Francis and Soffer ( 1997) find that the change in the recommendation has a 

significant association with returns after controlling for the level of the recommendation. Future 

research will perhaps shed more light on the nature of the infonnation in recommendation 

changes that are not subsumed by the information in recommendation levels. 

3.3.4 Long-term earnings forecasts and earnings-based valuation models 

In connection with Ohlson (1995) and the revival of academic and practitioner interest in 

earnings-based valuation, recent studies examine the usefulness of analysts' long-term forecasts 

in: explaining current market-to-book ratios (Cheng, 2005a); inferring firms' cost of equity 

capital (e.g., Botosan and Plumlee, 2005); evaluating the value-relevance of accounting earnings 

(Liu and Thomas, 2000); evaluating the theoretical assumptions and operational characteristics 

of the earnings-based valuation model (Begley and Feltham, 2002); and identifying mispriced 

securities (e.g., Frankel and Lee, 1998). In its most basic forms, the model appears as follows: 

v;, = BVo +Eo[± EARN, - r · B/~_1 + EARN,.+,- r · BV,.] 
'"' (1 + r)' (r- g)· (1 + r) 7 

(1) 
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flo/ =1 +Eo[' (ROE,-r){BT~;-;;VJ+ (ROE,.+I-r){BT~VJ] 
/BVo ~ (l+r)' (r-g)·(l+r) 1 (2) 

The first format expresses current equity value as a function of current book value of equity and 

the present value of all future periods' expected abnormal returns (i.e., eamings in excess of prior 

period's book value times the equity cost of capital). The second fonnat divides through by 

current book value of equity to provide an equivalent expression for the estimated current market 

to book ratio. T refers to the forecast horizon terminal year, after which time abnormal earnings 

are assumed zero, constant (g=O), growing at a constant rate, or (with slight modification) fading 

at a constant rate. Researchers combine analysts' earnings and long-term growth rate forecasts, 

current book value, an assumed dividend payout rate and either terminal value assumptions about 

g or price forecasts in order to estimate expected abnormal earnings over the forecast horizon 

and the value of the equity at time 0. 

With reference to model (2) above, Cheng (2005a) evaluates the degree to which 

analysts' earnings and long-term growth rate forecasts captures and adds to the explanatory 

power of other information variables in explaining finns' market-to-book ratios.Z4 With 

reference to a sample of 6, 737 firm-years spanning 1991-2000, the results indicate that current 

ROE1 alone explains about 19% of the cross-sectional variation in firms' market-to-book ratios. 

Adding only the analysts' earnings forecasts for years t+1 and t+2 and long-term growth rate 

forecasts increases the r-square from 0.19 to 0.682, and analysts' earnings and long-term growth 

rate forecasts parsimoniously reflect 83% of the collective information in the other information 

:!.J The other information variables include ROE1 (i.e., return on equity for year t), risk and growth proxies (including 
industry cost of capital, financial leverage and year t sales growth), and various proxies for: the firm's potential to 
earn economic rents, the degree of conservatism renected in the firm's current book value, and quality of earnings 
signals that prior research has found useful in predicting future earnings (e.g., Fairfield et al., 1996; Abarbanell and 
Bushee, 1997, 1998; Cheng, 2005a). 
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variables. Furthermore, the analysts' forecasts explain 22% of the variation in market-to-book 

ratios not captured by the other information variables (whereas, the other information variables 

only uniquely explain 5.5% of the variation). Cheng's results indicating the usefulness of 

analysts' forecasts improve even further in a subset offinns with characteristics found by prior 

research to make current eamings Jess predictive of future earnings (e.g., firms in high tech 

industries, firms with large amounts of R&D capital and firms with relatively high abnormal 

accruals). 

Cheng's (2005) results represent very good news for analysts, as two research design 

issues probably bias tests against finding that analysts' forecasts subsume the other information 

variables. Cheng gathers consensus analysts' forecasts from the first 1/B/E/S report following 

the year t earnings announcement. As described in O'Brien (I 988) and Brown (1993), this 

consensus is likely to include stale individual analysts' forecasts that are not conditioned on the 

information in the year t earnings announcement or financial statements. Therefore, it is unlikely 

to find that analysts' consensus forecasts completely subsume that information. Second, the 

relation between the other infom1ation variables and current market-to-book ratios are estimated 

in-sample, effectively requiring the analyst to anticipate relationships between future values of 

those variables and future years' market-to-book ratios. Further research might investigate the 

effects of these research design issues by: (a) relying on the 1/B/E/S detail files to generate 

analysts' earnings and long-term growth rate forecasts, and (b) estimating the parameters to 

attach to the other information variables based only on year t and prior years' infonnation. 

Nonetheless, analysts' long-term forecasts appear to effectively reflect market expectations in the 

context of explaining market-to-book ratios. 

Liu and Thomas (2000) rely on JIB/E/S consensus analysts' earnings forecasts over a 5-
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year forecast horizon and consensus long-term growth forecasts to better understand the value-

relevance of accounting earnings. The study begins with model (I) above and derives a 

theoretical relation between unexpected returns, unexpected current year earnings and 

unexpected revisions in forecasts of future years' earnings. Liu and Thomas find that the r-

squares in regressions of annual returns on unexpected earnings dramatically increases from 

about 5% to about 30% when the forecast revision terms are added.25 Furthermore, the 

coefficient relating unexpected returns to the unexpected earnings and forecast revision variables 

take on estimated values very close to their theoretical values. These results provide evidence 

confirming a joint hypothesis that: (a) analysts' forecasts effectively proxy for the market's 

earnings expectations; (b) the earnings target is value-relevant; and (c) the earnings-based 

valuation model has descriptive validity with respect to capital market price formation. Thus, 

while analysts' target price forecasts and recommendations may not emerge from a multi period 

valuation model (Block, 1999; Bradshaw, 2002), the Liu and Thomas results suggest that the 

market combines analysts' earnings and long-term growth forecasts into a multiperiod model to 

rationalize current price. On the other hand, Frankel and Lee (1998) find that value-to-price 

ratios derived using a variant of model (I) predict abnormal returns. Thus, the market 

mechanism that converts forecasts into current equity values remains an elusive concept for 

future research. 

A number of recent studies rely on various forms of model (I) to infer firms' costs of 

equity capital (e.g., Botosan and Plumlee, 2002; Baginski and Wahlen, 2003; Claus and Thomas, 

2001; Easton, 2004; Easton and Monahan, 2005; Gebhardt eta!., 2001; and Gode and 

15 Note that the impact of adding analysts' forecast revisions may be even greater using forecast data from the 
IIB/E/S detail files, since many of the forecasts entering the consensus used in this study may not have been issued 
after the announcement of the year's earnings and other financial statement information on which they are intended 
to be conditioned. 
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Mohanram, 2003). Botosan and Plumlee (2005) conclude that two very simple approaches to 

estimating the cost of equity capital perfonn best in terms of the sign and magnitude of 

multivariate regression coefficients relating the cost of capital proxies to a battery of generally 

accepted risk factors. The first of the two best behaved risk proxies solves for the cost of equity 

capital that equates the discounted present value of Value Line's forecasts of the firm's dividends 

for the next five years and Value Line's target price forecast at the end of those five years with 

the firm's current stock price. The second well-behaved risk proxy extends from the approach 

developed in Easton (2004) and simply equals the square root of a fraction equal to Value Line's 

projected growth in the firm's EPS between year's 4 and 5 in the forecast horizon divided by the 

fi1m's current stock price. 

As pointed out by Botosan and Plumlee, the risk estimation procedures evaluated in their 

study depend critically on the assumption that analysts' earnings and/or price forecasts mirror the 

market's expectations. An important corollary to this assumption is that the current stock price 

mirrors the analyst's assessment of the fim1's intrinsic equity value. Since analysts are in the 

business of identifying mispriced stocks, this corollary is unlikely to hold.26 Future research 

might reevaluate the Botosan and Plumlee results on a subsample of stocks with timeliness ranks 

corresponding to hold recommendations. Moreover, research regarding divergence between 

analyst and market expectations can help researchers evaluate various approaches to estimating 

the cost of equity capital, make appropriate adjustments to the forecasts, or choose subsamples 

where the critical assumption of similar analyst and market expectations most likely holds. 

3.4 ·Market and analyst inefficiency 

26 \Ve are grateful to Jake Thomas for discussions leading us to this insight. 
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A number of studies have examined analysts' forecasts as a means to understanding the 

broader issue of whether investors efficiently respond to new information. 27 Analysts have long 

been seen as sophisticated processors of financial information who are less likely (compared to 

na'ive investors) to misunderstand the implications of financial information. Thus evidence of 

inefficient information processing by analysts is seen as strong evidence of overall inefficiency 

by market participants. A second reason to examine analyst forecasts for possible biases is that 

evidence of market inefficiency based on "abnormal" stock returns is always open to the 

criticism that the expected return benchmark used in measuring abnormal returns may be 

misspecified (Fama 1998). Analyst forecasts do not suffer from benchmark issues and thus 

provide a neat avenue for studying general market inefficiencies. 

3.4.1 Slwrt-term forecasts 

Kang et al. ( 1994) examine the rationality of analyst forecasts for a given qumier over 

different time horizons. Their purpose is to understand whether analysts follow similar forecast 

rules across different forecasting horizons. Their results, based on Value Line forecasts over 

multiple quarters from 1980-1985, indicate that the coefficient relating forecasts to actual 

earnings is significantly less than one in all horizons. More importantly, the coefficient increases 

as the forecast horizon decreases. They interpret this evidence as inconsistent with analysts 

following a uniform prediction model over different horizons. They also carefully rule out the 

possibility that the differing relation between forecast and actual earnings over time is driven by 

an adaptive process that adjusts to new information. They conclude that the observed forecasting 

27 If analysts efficiently revise their forecasts in response to a piece of new infOrmation, then the error in their 
revised forecasts should be unrelated to that information. A positive (negative) relation between the information 
item and the revised forecast error will imply under (over) reaction by analysts with respect to that piece of 
information. 
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behavior of analysts is more likely because of incentive issues (Dugar and Nathan 1995) or due 

to cognitive/processing biases. 

Elliott et a!. ( 1995) examine sequential forecast revisions of IBES analysts and find that 

analysts underweight new information, which leads to a systematic positive relationship between 

their earnings forecast revisions and subsequently realized forecast errors. They find that this 

positive association between intra-year revisions and year-end forecast errors persist even after 

controlling for other known factors that affect the forecasting environment such as earnings 

persistence, analyst forecast dispersion and prior stock price changes. 

Easterwood and Nutt (1999) attempt to reconcile conflicting conclusions in prior research 

of analyst overreaction (De Bandt and Thaler 1990), as well as analyst underreaction to past 

earnings information (Abarbanell and Bernard 1992). They hypothesize and find that 

inefficiency in analyst forecasts is not characterized by uniform overreaction or underreaction to 

information, but is more appropriately described as general optimism. Specifically, analysts 

seem to overreact (underreact) to good (bad) news in prior year earnings, consistent with 

incentive-based explanations of analyst optimism (Lin and McNichols 1998; Dugar and Nathan 

1995). While the finding of analyst optimism in Easterwood and Nutt is consistent with 

incentive-driven analyst behavior, the sensitivity of their results to truncation rules suggests the 

need for future research on this issue?8 

Dechow et al. (1999) find that analysts fail to fully take into account the mean-reversion 

of abnormal earnings in their year-ahead earnings forecasts. They find weak evidence that the 

28 Some papers point out that the findings in Easterwood and Nutt do not appear to be robust and are sensitive to 
how outliers are handled (see, Ahmed eta\. 2000, Mikhail eta\. 2003). Abarbanell and Lehavy (2003) also caution 
that tests of aver/underreaction by analysts are affected by the distributional properties of analyst forecast errors. In 
a recent working paper, Gu and Xue (2005) argue that in the presence of high uncertainty, analyst overreaction to 
extreme good news is rational (rather than a result of cognitive bias). They report that extreme earnings news, 
whether good or bad, are associated with higher earnings uncertainty. The overreaction to good news documented 
by Easterwood and Nut! ( 1999) disappears when they control for the resulting earnings uncertainty. 
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systematic error in analysts' forecasts is also reflected in stock prices, suggesting that investors 

do not adjust for the predictable errors in analysts' forecasts. Ettredge et al. (1995) find that 

analysts' forecast revisions partially adjust for transitory effects of earnings misstatements even 

before those misstatements are announced. Analysts' forecast revisions around announcements 

of earnings containing (unknown at the time) earnings overstatements appear to effectively 

adjusted for an estimated 27% of the overstatement amounts. The authors attribute this result to 

analysts' gathering other information that causes them to doubt the persistence of the overstated 

earnings numbers. In contrast to Ettredge et al., Bradshaw et al. (2001) find evidence suggesting 

that analysts do not fully adjust their forecasts for transitory working capital accrual components 

of earnings. Specifically, they find a significant negative relation between annual working 

capital accruals and errors in subsequent consensus analyst forecasts of next year's earnings. 

Elgers et al. (2003) extend Bradshaw et al. by evaluating whether analysts' 

underestimation ofthe transitory component of current accruals is as severe as the underestimate 

reflected in market prices. They find that analysts' forecasts can explain at most about 40% of 

the market's apparent underestimation of the transitory component of current accruals. Thus, 

analysts at least partially (and more effectively than investors) recognize the difference in 

persistence of accruals and cash flow components of earnings. Furthermore, the study's estimate 

of analyst inefficiency is probably overstated, because the forecast variable is the consensus 

forecast from the 1/B/E/S summary file released in April of the year following the fiscal year 

containing the accruals variable. Given typical March 1 0-K filing dates for 12/31 yearend firms, 

many forecasts in the consensus may not have been updated in light of the financial statements 

containing the accruals variable that is the subject of the study, and this effect is exacerbated by 

the study's focus on firms with low analyst coverage. 
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Burgstahler and Eames (2003) study the degree to which analysts successfully anticipate 

earnings management. The paper develops a conceptual framework where analysts must 

estimate the point at which it becomes cost effective for firms with premanaged earnings falling 

below zero to manage earnings upward to avoid reporting a loss. If the analyst believes the firm 

is at or above this point, then the analyst should forecast earnings at or barely above zero. 

Different firms have different threshold points where it becomes cost effective to manage 

earnings to avoid reporting a loss, and analysts are faced with the daunting task of identifying 

this point on a firm-by-firm basis. The results indicate that the distributions of both forecasted 

and actual earnings contain a dispropm1ionate number of observations at or barely above zero. 

This suggests that firms manage earnings to avoid losses, and analysts anticipate this behavior. 

However, the distribution of forecast errors indicates that forecasts are systematically pessimistic 

at zero reported earnings and systematically optimistic at zeroforecasted earnings. Thus, 

analysts do not accurately identify which firms will and which firms will not successfully 

manage earnings to avoid losses. 

Burgstahler and Eames' results suggest a number of avenues for fUI1her research. First, it 

would be interesting to learn more about whether and how analysts attempt to identify firms that 

will, or will not, manage earnings to avoid losses. Second, it would be interesting to explore the 

reasons why firms apparently cannot simultaneously manage earnings and guide forecasts. 

Third, as noted by the authors, "future research might examine whether alternative forms of 

earnings management ... are also reflected in analysts' forecasts." For example, Shane and 

Stock (2006) investigate whether analysts successfully anticipate income effects of incentives for 

tinns to manage earnings in order to take advantage of declining statutory tax rates. 
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Gu and Chen (2004) hypothesize that if analysts effectively identify temporary 

components of earnings, then the non-recurring components that they choose to exclude from 

their forecasts and actual earnings reports will have less persistence and lower price-multiples 

than non-recurring earnings components that they choose to include. 29 The study's data 

(spanning 1990-2003) come from the First Call actuals database footnotes, which explicitly 

describe the items analysts identified as non-recurring and which of these items analysts chose to 

include and exclude from actual quarterly earnings. It appears that First Call generally obtains 

its list of potentially non-recurring items from management press releases and then decides 

which management-identified non-recurring items to include and which to exclude. These 

decisions conform to the majority views of analysts following the company in that firm-quarter. 

First Call asks analysts forecasting an earnings number inconsistent with the majority view to 

adjust their forecasts for the inconsistency. If these analysts do not adjust their forecasts, they 

are dropped from the database (these drop decisions have implications for consensus forecasts 

derived from the database and await future research). The results of the study indicate that the 

non-recurring items First Call chooses to include in actual earnings have greater persistence and 

higher valuation multiples than excluded items. Furthermore, the authors infer that these higher 

valuation multiples seem appropriate as neither the included nor the excluded items are 

associated with future abnormal returns. However, as Bradshaw and Sloan (2002) point out, if 

special items do indeed explain a large portion of the differences between Street and GAAP 

earnings, then the evidence in Burgstahler et a!. (2002) that the market does not efficiently 

"Gu and Chen build on Bradshaw and Sloan (2002) which documents a dramatic increase between 1985 and 1997 
in: the excess of Street over GAAP EPS; earnings press release emphasis on Street (or pro-forma) earnings; 
frequency and amount of negative special items included in company's income statements; the degree to which 
these special items explain the difference between GAAP and Street earnings; annual EPS growth rates computed 
with reference to Street versus GAAP EPS; and the sensitivity of stock price changes to Street relative to GAAP 
earnings numbers. The authors interpret their evidence to suggest that managers have taken a proactive role in 
reorienting the investment community in general and analysts' forecast tracking services in particular towards a 
focus on Street-based versus GAAP-based EPS performance measures. 
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incorporate negative valuation implications of special items is inconsistent with Gu and Chen's 

analyst market efficiency conclusion. 

The results in Gu and Chen raise an interesting question. As the authors point out, the 

items analysts choose to exclude, while less persistent and value relevant than included items, 

still have statistically significant price multiples and are significantly related to future earnings. 

Furthermore, the persistence and price-multiples associated with included "non-recurring" items 

are less persistent and have lower price-multiples than "core earnings" which conforms closely 

to management's view of pro-forma earnings. How and why analysts draw the line in including 

some items and excluding others remains an issue for further research. 

While a number of studies examine analyst efficiency with respect to a firm's own past 

time-series of earnings, other research has focused on non-earnings information for the firm 

and/or infonnation external to the firm. Bartov and Bodnar (1994) examine whether analysts 

adequately account for past exchange rate changes in their quarterly earnings forecasts. They 

repoti that errors in IBES analyst forecasts are negatively related to the lagged change of the 

trade-weighted value of the dollar, consistent with analysts not fully adjusting their forecasts for 

past exchange rate changes. 

Abarbanell and Bushee (1997) examine how analysts use other financial information 

found to be relevant for predicting future earnings. They use nine accounting related 

fundamental signals available from annual financial statements and identified in Lev and 

Thiagarajan (1993). These signals include commonly used ratios in financial analysis such as 

changes in receivables compared to changes in sales. AB first examine how the non-earnings 

financial information relates to one and five-year ahead earnings changes and in a second step 

study how IBES analyst forecast revisions (from 1983-1990) and revised forecast errors are 
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related to the information. They find that some of the signals are related to year-ahead earnings 

changes and five-year growth in earnings, even after controlling for the effect of current year's 

change in earnings. Financial analysts seem to revise their year-ahead forecasts consistent with 

the information in the fundamental signals. However, even after the revision, analysts' earnings 

forecast errors are related to the fundamental signals in similar fashion as the year-ahead 

earnings changes, suggesting that the revisions do not fully incmvorate the information about 

future earnings contained in these signals. Interestingly, they find that once underreaction to the 

non-earnings financial infonnation variables is controlled for, previously documented analyst 

underreaction to aggregate earnings changes in the previous year (Ali et al. 1992), is no longer 

evident in the data. Long window returns (-11, +I; 0 is the earnings announcement month) are 

associated with both the fundamental signals and the analyst forecast revision consistent with 

investors adjusting for the information contained in the fundamental signals that are not fully 

impounded in the analyst forecast revision. Abarbanell and Bushee (1998) follow up on AB and 

find size-adjusted abnormal returns of 13.2% over 12 months following formation of portfolios 

of stocks based on the predictions of the nine fundamental signals used in AB. This finding is 

consistent with investors, much like the analysts in AB, not fully recognizing the infonnation 

contained in the fundamental signals. 

Shane and Brous (2001) re-examine Abarbanell and Bernard's (1992) finding that serial 

correlation in analyst forecast errors (i.e., analyst inefficiency) explains part of the post earnings 

announcement drift. They find that analysts seem to use non-earnings-surprise information to 

correct their underreaction to past earnings and that not controlling for this infonnation 

overestimates the market's underreaction to the prior quarter's earnings news. They conclude 
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that a larger portion of the post-earnings-announcement and post-forecast-revision drift is 

attributable to inefficiency in analysts' forecasts than documented in prior research. 

Chaney et al. (1999) examine the effect of restructuring charges on future analyst forecast 

revisions and revised forecast errors. They find that even though IBES analysts revise their one­

and two-year ahead forecasts downward following a restructuring charge, their revisions do not 

fully take into account the overall negative signal from the restructuring charge. Forecast errors 

after the revision are still negative, suggesting that analysts continue to be optimistic regarding 

the earnings of firms that have recently taken restructuring charges. 

Ramnath (2002) examines analysts' forecast revision activities following the first 

earnings announcement in an industry. He finds that analyst forecast revisions for firms that are 

yet to announce quarterly earnings do not fully reflect the information from the first 

announcement in the industry. This underreaction to information from other firms leads to 

predictable stock price reactions around the earnings announcements of the later announcers. 

Ikenberry and Ramnath (2002) reexamine the well documented long run positive drift in stock 

prices following stock splits. They confirm previous findings of positive abnormal returns to 

finns in the year following the stock split announcement (Ikenberry et al. 1996; Desai and Jain, 

1997). More importantly, they find that the abnormal returns following split announcements are 

not spurious, but are at least partially attributable to a gradual positive revision in analysts' 

earnings forecasts in the months following the announcement. 

Teoh and Wong (2002) examine whether analysts systematically misinterpret information 

in abnormal accruals. Using IBES forecast data they find that analysts tend to over estimate the 

earnings for stock-issuing firms that have abnormally positive accruals in the year preceding the 

stock issue. Investors seem to buy into these lofty analyst expectations and subsequent 
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correction of this overoptimism, leads to underperformance in the returns of issuers over the next 

four years. While not the focus of their study, TW also find similar analyst behavior in non­

issuing firms. Louis (2004) similarly finds that analysts do not completely adjust their post­

merger forecasts for acquiring firms' aggressive accrual behavior in the quarter prior to a stock­

for-stock acquisition. Results from both studies suggest that even sophisticated financial 

statement users, like financial analysts, generally fail to recognize the lower persistence of 

abnormal accruals. 

Systematic errors in analysts' earnings forecasts documented thus far could be the 

product of analyst incentives (i.e., may be rational) or could be attributed to inefficient 

processing of information by analysts. We defer discussion of research in support of these 

arguments to section 3.5. 

3.4.2. Long-Run Forecasts 

Unlike short-term forecasts, where the evidence is mixed as to whether analyst forecasts 

can be characterized as an underreaction to information, or as overall optimism, there is general 

consensus that long-term growth forecasts are, on average, overly optimistic. La Porta (1996) 

finds that firms with high (low) analysts' long-term growth forecasts are associated with negative 

(positive) future returns in subsequent periods. He interprets this as evidence that analysts' 

systematic misestimation of future growth explains returns to contrarian strategies. Dechow and 

Sloan (1997) report that analysts' forecasts oflong-term earnings growth are, on average, twice 

as high as the (ex post) realized growth in earnings. Stock prices initially seem to reflect this 

optimism in forecasted growth which explains a significant portion of the returns to contrarian 

strategies. Doukas eta!. (2002) report that the year-ahead forecast errors and revisions for high 
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and low book-to-market firms do not support the argument of naive extrapolation of growth by 

investors put forth in La Pmta (1996). However, their principal focus is on near-term (year-

ahead) forecasts and not on systematic differences in long-term growth forecasts across the 

different book-to-market groups. Chan et al. (2003) also provide evidence consistent with overly 

optimistic analysts' forecasts of long-tenn growth. 

Subsequent research has also documented analyst optimism in growth forecasts in 

different contexts and various sub-groups of analysts. Raj an and Servaes (1997) study analyst 

following and analyst forecasts in the context of initial public offerings (lPOs). Using data from 

IBES, they find that analysts' long-term growth forecasts are incrementally optimistic for !PO 

firms than for peer firms (in the same industry). Interestingly, they also find that when analysts 

are over-optimistic about growth prospects, more firms come to the market. Thus, firms seem to 

take advantage of prevailing optimism about their prospects and strategically time their stock 

offering. Future period returns are lower as investors begin to realize that the long-run growth 

expectations are unlikely to be achieved. 

Pumanandam and Swaminathan (2004) find that !PO firms with high price-to-value 

(P/V) ratios have higher first-day returns, but significantly lower returns than low PN firms in 

the Jong-run.30 Analysts' growth forecasts of high PN firms are much more optimistic than low 

P/V firms whereas realized future sales growth is no different between the two groups by the 

fifth year after the !PO. They conclude that investors seem to place too much weight on the 

(optimistic) growth forecasts of the high PIV firms and too little weight on their current 

profitability. Dechow et al. (2000) examine both IPOs and seasoned equity offerings and find 

analyst optimism in long-term growth forecasts for both types of equity offerings. More 

30 Pis the offer price of the IPO. Three different measures ofV are computed based on sales, EBITDA and earnings 
multiples ofnon-IPO industry peers. 
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importantly, they find that analysts employed by lead underwriters are the most optimistic and 

the long-run underperfonnance of new equity issues is related to this over-optimism. 

Analysts' forecasts of long-run growth have also come under increased scrutiny with the 

increasing popularity of the residual income model (Ohlson 1995). Frankel and Lee (1998) use 

analyst forecasts of annual earnings and long-term growth to compute measures of firm value 

applying the residual income methodology proposed by Ohlson (1995). They report that the 

ratio of firm value (Vr) to prevailing market prices (P) is a good predictor of future returns. 

Specifically, firms with high (low) V1/P ratios outperform (underperform) the market over the 

next three years suggesting that investors do not fully utilize the information available in analyst 

forecasts of future earnings and growth. Frankel and Lee also find that analysts make predictable 

errors in their longer term (three-year ahead) forecasts; specifically, analysts are overly 

optimistic in their three-year ahead earnings forecasts for high market-to-book (proxy for 

growth) firms, and firms with high past sales growth (consistent with Lakonishok et al. 1994). 

Correcting for these predictable errors leads to additional returns (over and above the V piP 

strategy) over the following three-year period, suggesting that investors fail to correct for 

predictable errors in analysts forecasts. 

Ali et al. (2003) carefully examine whether the V1/P anomaly documented by Frankel and 

Lee ( 1998) can be explained by V piP capturing unknown risk factors. They find that even after 

controlling for known measures of risk (such as B/M, size, stock return volatility, financial 

distress), the V piP strategy yields positive abnormal returns over a three-year period after 

portfolio formation. Further, a portion of the V1/P returns are concentrated around subsequent 

earnings announcements which also suggests that the Vr!P strategy is more likely related to 

information rather than a premium for systematic risk. Billings and Morton (2001) also report 

59 



systematic biases in analysts' long-term growth forecasts. Specifically, they find a positive 

relation between lagged price changes and analysts' long-term growth forecast errors. 

Bandyophadhyay eta!. (1995) find that about 60% of the variation in Value Line's price 

forecasts can be traced to their 3-5 year earnings forecasts. Considering the importance of long­

term forecasts to firm value (and stock prices), there has been surprisingly little research on 

individual analyst forecast accuracy with respect to long-term forecasts. Fmiher, as Dechow et 

a!. (2000, 6) note "analysts are frequently evaluated on the accuracy of their buy-sell 

recommendations and annual earnings forecasts, but not on their long-term growth forecasts." 

Thus, both the market place and researchers have largely ignored factors that affect long-term 

forecast accuracy of individual analysts. Identifying analysts who consistently provide more 

accurate long-term growth forecasts is an interesting avenue for future research. This should 

also be appealing to investors given the research findings (mentioned above) that suggest a 

significant amount of mispricing attributable to overly optimistic long-term growth forecasts. 

Future research could examine if some of the same characteristics determined by prior research 

to be associated with superior short-term forecasters (e.g., Clement 1999) also apply to analysts 

who are more accurate with their long-term forecasts. 

3. 4.3. Market inefficiency with respect to analysts 'forecasts and recommendations 

Chan eta!. (1996) find that a moving average of the forecast revision for the last six 

months is a good predictor of finns' returns over the next 6-12 months. This relation between 

past earnings forecast revisions and future returns persists even after controlling for recent price 

momentum and prior quarter's unexpected earnings. Their findings are consistent with a market 

in which analysts are slow to revise their expectations and investors are even slower in 

responding to both actual and forecasted earnings. Elgers et al. (2001) examine whether the 
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sluggish response of investors to analysts' earnings forecasts is related to characteristics of firms' 

information environment. Using early-in-the-year forecasts, they show that the market is slow to 

react to analyst forecasts for thinly followed firms, which leads to predictable returns in the 

following months. Elgers eta!. provide evidence that the market generally places lower weight 

on the analyst forecast than warranted; however, the delayed market reaction is most pronounced 

for firms with low analyst following. This is consistent with information flow to, and 

assimilation by, the market being slower for thinly followed firms. 

Gleason and Lee (2003) find that investor underreaction to analysts' earnings forecast 

revision is related to the boldness of the forecast. Specifically, they find that the drift in stock 

prices following forecast revisions are of higher magnitude (in the same direction as the revision) 

for high-innovation revisions as opposed to low-innovation (or herding) forecasts. Further, the 

drift is lower for high-innovation revisions of All-Star analysts, suggesting that investors seem to 

underreact more to bolder forecasts from equally accurate, but lesser known, analysts. 

Consistent with slower dissemination of information for thinly followed firms, Gleason and Lee 

also find that the drift is stronger for firms followed by fewer analysts. A significant portion of 

the drift is concentrated around the next six forecast revisions and subsequent earnings 

announcements consistent with investors delaying their responses until further confirmation of 

the information already provided by analysts' forecast revisions. 31 

Barth and Hutton (2004) use the information in past accruals and analyst forecast 

revisions to study their combined effect on future returns. Previous research had documented 

abnormal returns to trading on past accruals (e.g., Sloan 1996) and earnings forecast revisions 

31 Clement and Tse (2005) find that bold forecast revisions exhibit less underreaction in the sense that they are less 
correlated with forecast errors. Based on this finding, they suggest that the result in Gleason and Lee of bold 
forecasts being associated with more delayed reaction around earnings announcement dates may not be because the 
analyst under-revised, but more likely because the market does not quickly respond to the analyst revision. 
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(e.g., Chan et al. 1996). Barth and Hutton find that buying and holding (selling short) stocks that 

have the lowest (highest) accruals in the prior period and positive (negative) forecast revisions of 

current year earnings, yields returns of28.5% over the next year. The combined return is 

significantly greater than the return to either the accruals or the forecast revision strategy in 

isolation. Approximately one-half of the annual returns is concentrated around earnings 

announcements, again suggesting that investors miss the information conveyed by accruals and 

reinforced through analyst forecast revisions. 

Investors have also been shown to be slow in responding to analysts' stock 

recommendations. Barber et al. ( 200 I) revisit Womack's ( 1996) finding that stock 

recommendations of analysts are associated with abnormal returns both around the 

recommendation period and in the subsequent six (one) months for downgrades (upgrades). 

They use a calendar time strategy and find significantly positive abnormal returns in the post 

recommendation period to portfolios fanned on the basis of analysts' consensus 

recommendations drawn from the Zacks Investment Research database. However, in additional 

tests Barber et al. find that implementing trading strategies based on analysts' stock 

recommendations involve frequent reshuffling in the portfolio (turnover of over 300 percent 

annually) which negates the abnormal returns that can be earned through the strategy. However, 

they use recommendations of all analysts in their analysis and caution that there may be other 

strategies that could produce abnormal returns net of transaction costs (for example, picking 

recommendations of analysts/brokerage houses that have superior past performance). 

Mikhail et al. (2004) explore this issue. Specifically, they examine whether analysts' 

whose recommendations yielded positive returns in prior periods, command more attention from 

investors (i.e., elicit bigger price reactions) when they recommend stocks in the future. They 
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find that both the market reaction around the recommendation change as well as the post-

recommendation drift are higher, in the direction of the recommendation change, for superior 

analysts (based on past performance). While the abnormal returns to taking a long (short) 

position in upgrades (downgrades) of analysts with the best prior performance yields positive 

abnormal returns, it is insufficient to cover round-trip transaction costs. Thus, Mikhail et a!. find 

no evidence in support of one of the conjectures in Barber et al. (2001) that differentiating 

between analysts may alter their conclusions regarding trading on analyst recommendations. 

As discussed in this section, it is fairly well accepted in the literature that the market is 

slow in responding to analysts' earnings forecast revisions and stock recommendations. Some 

studies contend that exploiting this market inefficiency is unprofitable because of transaction 

costs. However, it is still intriguing that investors continue to systematically underreact to a 

direct signal, like analysts' recommendations and revisions, despite numerous research studies 

having consistently documented this phenomenon over a number of years. 32 Explaining such 

(continued) anomalous behavior on the part of investors is a challenging task for future research. 

3.5 Ana(vsts' incentil,es 

This section discusses research investigating effects of analysts' incentives on analysts' 

decision processes and the properties of their forecasts and recommendations. Early work in this 

area documents what appears to be underreaction in analysts' earnings forecasts and optimism 

bias in their forecasts and recommendations (e.g., Brown eta!. 1985, O'Brien 1988, Womack 

1996). Recent work focuses on economic incentives (and/or psychological judgment etTors) that 

12 Givoly and Lakonishok (1979) is one of the earliest studies to document predictable stock returns following 
analysts' earnings forecast revisions. 
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might create analyst optimism and underreaction. In addition, recent research investigates the 

impact of management incentives and communications on analysts' forecasts. 

3.5.1 Incentives affecting analyst effort and accuracy 

Stickel (1992) finds evidence suggesting that forecast accuracy is an important variable 

influencing Institutional Investor's selection of All-American analysts. Recent studies con finn 

the link between reputation and forecast accuracy and more broadly identify forecast accuracy as 

an important variable affecting analysts' careers. For example, Mikhail eta!. (1999) find an 

inverse relation between turnover and analyst forecast accuracy, relative to the accuracy of other 

analysts covering firms in the same industry. Hong, eta!. (2000) confirm that result and also 

find that forecast accuracy is directly related to the likelihood of promotion, especially for less 

experienced analysts. However, controlling for forecast accuracy, less experienced analysts are 

more likely to be fired for being bold (i.e., deviating from the consensus). Thus, less 

experienced analysts have incentives to trade off some accuracy and timeliness for the safety of 

being close to the consensus. One interpretation of these results is that analysts gain experience 

by watching the consensus, while at the same time testing their own models privately. Once they 

become confident in their own models, they become bolder and attempt to lead rather than 

follow the consensus. Future research might investigate the descriptive validity of this 

interpretation. 

Recent theoretical and empirical research establishes a link between analyst effort and 

optimism. McNichols and O'Brien (1997) provide evidence suggesting that analysts tend to 

cover firms for which they genuinely have optimistic views. 33 Analysts also expend more effort 

33 McNichols and O'Brien rely on data from Research Holdings, Ltd., a proprietary database providing individual 
analyst stock recommendations, annual earnings forecasts, and actual EPS data, along with (particularly relevant to 
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covering these firms and, therefore, forecast accuracy improves with optimism. McNichols and 

O'Brien find that when analysts initiate coverage of a stock their forecasts and recommendations 

are relatively optimistic, but that optimism is justified by actual results, and Branson et al. (1998) 

find evidence of significantly positive abnormal returns at the time of coverage initiation 

announcements. McNichols and O'Brien also find that the most recent forecasts and 

recommendations of analysts dropping coverage tend to be relatively low but overly optimistic 

when viewed from the perspective of the subsequent information that causes the analysts to drop 

coverage. Including these outdated forecasts and recommendations in a consensus creates the 

appearance of overly optimistic analysts. In other words, the negative views of analysts 

dropping coverage (or failing to update) are censored, leaving a distribution with optimistically 

biased consensus forecasts. Overall, the study's evidence suggests that analysts' economic 

incentives create an asymmetry that leaves firms for which analysts have unfavorable views with 

less analyst following, less analyst scrutiny and less accurate earnings forecasts. 

The results in McNichols and O'Brien (1997) confirm predictions in the theoretical 

model developed in Hayes (1998). Given the model's assumptions that a risk averse investor 

relies on an analyst for information and pays commissions to the analyst's brokerage house, the 

analyst has more incentive to gather and report information about securities that the analyst 

expects to perform well. The driving force behind the model is that, ceteris paribus, precision 

increases present values and, therefore, providing more precise information to support buy (sell) 

recommendations increases (decreases) investors' incentives to buy (sell) shares. Many of the 

model's predictions are bome out in the results reported by McNichols and O'Brien. However, 

some ofHayes's predictions await empirical testing. For example, she predicts that the effect of 

their study) detailed information indicating the timing of analysts' decisions to drop coverage of a security. The 
sample indudes approximately 500 analysts chosen randomly from a group of about I ,800 analysts meeting the data 
requirements of the study, and the sample time-frame spans 1990-94. 
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asymmetric benefits associated with providing more precise information to support buy (versus 

sell) recommendations should increase with the extent to which investors already own shares of 

the stock, which in turn should increase with the size of the followed firm and the 

extent/influence of analysts' recent buy recommendations. Hayes also predicts that the 

asymmetry should increase with short selling restrictions on the stock and the dispersion of 

ownership among investors. 

The evidence in McNichols and O'Brien and theory in Hayes (1998) could help explain 

the role of financial analysts in the Hong, et al. (2000) tests of Hong and Stein's (1999) "gradual 

information diffusion" theory of market inefficiency. Consistent with this theory, Hong et al. 

hypothesize and find that returns momentum increases with decreases in analyst following 

(which proxies for the speed of information diffusion across investors). The study also 

documents "an interesting regularity": the effect of low analyst coverage on returns momentum 

is most pronounced in stocks that are past losers. The authors speculate that this regularity is due 

to managers having less incentive to quickly publicize bad news and therefore low analyst 

coverage more severely restricts the flow of bad news. Hong et al.' s results are also consistent 

with: Hayes's (1998) theory and McNichols and O'Brien's empirical results suggesting that 

analysts expend less effort in their coverage of bad news stocks; and Hayes and Levine's (2000) 

evidence that the market does not appear to adjust its expectations for the selection bias 

documented by McNichols and O'Brien. Thus, the incentives described by Hayes (1998), when 

combined with the results in Hong et al. (2000), McNichols and O'Brien (1997) and Hayes and 

Levine (2000), contribute to the theory of returns momentum developed in Hong and Stein 

(1999). Further research is needed to understand the role of financial analysts in theories of 
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market inefficiency described in Hong and Stein (1999) and other behavioral finance studies, 

such as Barberis eta!. (1998) and Daniel eta!. (1998).34 

3.5.2 Optimism bias? 

In contrast to the theories described above, where forecast optimism arises endogenously 

from analyst coverage decisions, some prior research suggests that analysts may strategically add 

optimistic bias to their forecast reports. We first summarize research regarding whether, in fact, 

forecasts are generally optimistic and then discuss studies attempting to explain relative forecast 

and recommendation optimism including: rational responses to incentives including the need to 

curry favor with managers in order to maintain the supply of infmmation and stimulating 

investment banking business and trading commissions. 

Though researchers routinely assert that analyst forecasts are optimistic (e.g., research 

reviewed by Brown 1993), the evidence supporting overall optimism is contextually confined 

and sample-period specific.35 The following overlapping factors contribute to conclusions 

regarding overall bias: (I) the sample period considered, (2) whether the mean or median 

forecast is used as evidence (and, related, treatment of outliers), (3) the forecast horizon, (4) the 

realization employed to determine optimism (actual data), and (5) the conduct of statistical tests 

establishing bias. 

34 Barberis, et al. ( 1998) and Daniel, et al. ( 1998) provide theories of market inefficiency assuming psychological 
biases affect market prices. Friesen and Weller (2006) develop a model of behaviorally biased analyst forecasts due 
to overconfidence and cognitive dissonance of individual analysts. Further empirical, theoretical and experimental 
research is needed to determine whether analysts' forecasts reflect psychological biases, and whether these biases, in 
tum, affect market prices. 

35 Abarbanell and Lehavy (2003, 142) note that "[a]fter four decades of research on the rationality of analysts' 
forecasts it is somewhat disconcerting that the most definitive statements observers and critics of earnings 
forecasters appear willing to agree on are ones for which there is only tenuous empirical support." 
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Recent sample periods do not provide compelling support for forecast optimism. Brown 

(200 I) notes that median forecast errors have decreased over time from slightly negative 

(optimistic) to zero to slightly positive (pessimistic) for all types of earnings (profits, losses, and 

zero net income) over the I 984- I 999 time period. Similarly, Richardson, eta! (2004) study an 

apparent walk-down in analyst forecasts to beatable targets and show that median price-scaled 

forecast errors are not optimistic within four months of announcement dates for sample periods 

from I 992-2001 using annual data (likewise, there is no apparent optimism using quarterly data 

from any bi-weekly horizon after 1991 ). Ramnath, et a! (2005), using data from 1993-97 

compare Value Line and IBES quarterly forecasts and note that while mean forecast errors from 

Value Line are negative (optimistic), errors resulting from consensus forecasts constructed from 

the IBES detail file are not different from zero. They report that median forecast errors are 

positive (pessimistic) using either Value Line or JBES. 

The aforementioned studies evidencing a change over time tend to reference median 

forecast errors or distributions as opposed to the mean forecast errors. Abarbanell and Lehavy 

(2003) consider the distribution of forecast errors using Zacks data from 1985-1998 and report 

that two relatively small asymmetries drive conclusions regarding overall bias, which can 

alternatively be interpreted as supporting optimism, pessimism, or no bias (see section 3.7 for a 

detailed discussion). Evidence also supports a strong positive relation between optimism and 

forecast horizon. Longer-horizon within-quarter and, particularly, within-year forecasts (which 

exclude consideration of interim realizations) are optimistic (Kang, eta! I 994). However, 

forecasts made closer to earnings announcement dates do not appear to be optimistic and, as 
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above, in recent periods appear to be slightly pessimistic.36 Richardson, eta! (2004) provide 

evidence of a walk-down pattern: forecasts tend to be optimistic at the beginning of the forecast 

horizon and approach realizations from above, ultimately ending slightly below reported EPS. 

This pattem is apparent across their sample sub-periods (1984-200 I). 

The forecast target proxy can also influence conclusions regarding overall optimism. For 

example, Keane and Runkle (1998) and Lim (2001) use Compustat actual EPS and truncate 

observations based on the magnitude of special (non-recurring) items.37 Keane and Runkle are 

unable to reject unbiased forecasting with respect to bias only when I) observations are truncated 

based on the magnitude of price-scaled non-recurring charges, and 2) standard errors are 

estimated using GMM which accounts for the presence of correlation across analysts' forecast 

errors. 38 Another challenge with use of benchmarks, as noted by Abarbanell and Lehavy (2003), 

is that analysts may not be expected or motivated to forecast the managed portion of the reported 

outcome. 

In sum, conclusions regarding overall bias in analyst forecasts are subject to a variety of 

caveats. Forecasts appear to be trending toward pessimism and factors such as the staleness of 

the forecast, the actual data used, treatment of outliers, and how bias is assessed and tested must 

be considered before defensible assertions can be made. Another stream of literature seeks to 

ascribe explanations for relative optimism or pessimism. These explanations fall into two broad 

categories: I) strategic optimism to improve management relations, and 2) potential biases 

caused by incentives. 

36 E.g., Brown (200 I) uses the most recent individual forecast and Richardson et al. (2004), note that median price­
scaled forecast errors provide no evident optimism within four months of announcement dates using annual data, 
though longer-horizon forecasts appear optimistic. 
37 JBES, First Call, and Zacks all purportedly remove these items from their reported actuals and, while researchers 
can never be certain that individual analysts attempt to forecast the reported outcome from these databases, using 
database-defined outcomes appears to be a superior approach to estimating forecast errors. 
3
H Based on arguments above, they were otherwise likely to reject rationality because their forecasts are relatively 

stale and the sample period largely predates the aforementioned distributional shift. 
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Francis and Philbrick (1993) develop a story and test the prediction that to cultivate 

management relations, analysts report optimistic forecasts. Using Value Line data, they provide 

evidence that less favorable stock recommendation are accompanied by relatively optimistic 

forecasts for the same securities. Francis and Philbrick conclude that focus on forecasting 

earnings in a multi-task environment is misguided to the extent that interaction among activities 

influences forecasting decisions. Motivated by Francis and Phi brick, Das, et a! (1998) argue that 

analysts have increased incentive to issue optimistic forecasts to curry favor with management in 

an effort to obtain private information when the benefits of doing so are greatest (when earnings 

are unpredictable). Using Value Line data, they find evidence consistent with this argument in 

that forecast errors and measures of predictability are negatively correlated, controlling for other 

factors. 

Eames eta!. (2002) replicate the Francis and Philbrick (1993) result with Zacks data and 

find that the relationship between recommendation optimism and forecast optimism is reversed 

when including actual earnings in the equation or when excluding extreme observations. They 

conclude that their results are consistent with trade boosting. 39 Similarly, Eames and Glover 

(2003) find that the Das eta!. (1998) result disappears with actual earnings included. Gu (2005) 

suggests that including actual earnings as a control variable can bias the coefficient on the test 

variable. Since forecast errors (the dependent variable) are defined as actual earnings minus 

forecasts, Gu suggests that with actual earnings included again as an independent variable, the 

coefficient on any other independent variable that is correlated with forecasts will be 

mechanically affected regardless of forecast efficiency. However, Eames eta!. (2002) and 

Eames and Glover (2003) support their conclusions with alternative analyses that do not depend 

39 Eames et al. (2006) provide experimental evidence suggesting that cognitive biases lead to unintentially optimistic 
(pessimistic) earnings forecasts in the wake of buy (sell) stock recommendations. 
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on regression, and Eames eta!. (2002) show that (without actual earnings on the RHS) the 

Francis and Philbrick (2003) regression analysis is not robust to exclusion of extreme 

observations. Overall, biasing earnings forecasts upward to curry favor with management seems 

tenuous since upward biased forecasts lead to negative forecast errors, and surely management 

prefers to avoid negative earnings surprise. This issue warrants further theoretical, archival and 

experimental research. 

Lim (2001) draws on the management relations hypothesis to argue that historically 

documented optimism is not irrational because unbiasedness does not necessarily correspond to 

the "best" or most accurate forecast from the perspective of minimizing mean square error. 

Analysts may trade off positive bias for improved accuracy resulting from access to better 

information. Lim hypothesizes and finds that both firm and analyst characteristics correspond to 

optimism. Firm size and I or analyst following reduce optimism and target-specific uncertainty 

is positively related to optimism (proxies for demand for private information) whereas analyst 

employer size reduces relative optimism. Hong and Kubik (2003) claim that career concerns are 

a function of forecasting ability but controlling for accuracy, relative optimism in forecasts is 

valued for promotions. For investment bank analysts, promotions I demotions depend relatively 

more on optimism than accuracy. 

Incentives related to attracting or maintaining underwriting relations and related to 

trading commissions are possible causes of relative optimism. Lin and McNichols (1998) 

explore the incentive impacts of underwriting business by studying earnings forecasts and 

recommendations on finns making seasoned equity offerings from 1985-1994. They report no 

evidence that short horizon earnings forecasts by affiliated analysts (those working for 

underwriters or co-underwriters) are optimistic relative to unaffiliated analysts; however, they 
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note that affiliated analysts issue relatively optimistic long-term eamings growth and stock 

recommendations. Dugar and Nathan, (1995) using a small sample from an earlier era, find the 

same result for recommendations, but report that analysts employed by target firm investment 

bankers issue relatively optimistic forecasts of various horizons. Dechow et al (2000) find that 

long-term earnings growth forecasts from underwriter analysts are significantly more optimistic 

than those of unaffiliated analysts. Jackson (2005) argues that optimistic forecasts generate more 

trading commissions for brokerage firms, but so does high reputation. As such, there is tension 

between making unbiased forecasts to build reputation and issuing optimistic forecasts to 

generate trading commissions. Jackson demonstrates that in equilibrium, forecast optimism can 

exist. 

Relatedly, Michaely and Womack (1999) find that in the month following the quiet 

period after an lPO, lead underwriter analysts issue 50% more buy recommendations on !PO 

firms than do unaffiliated analysts. However, as described in the previous section, distinguishing 

optimistic bias from the issuer's underwriter selection based on favorable predisposition toward 

the issuer is difficult. Kadan, et al (2004) study whether the recent Global Analyst Research 

Settlement appears to have affected recommendation and earnings forecast behavior of affiliated 

vis-a-vis unaffiliated analysts. They conclude that affiliated-analyst recommendations remain 

relatively optimistic, however the level of relative optimism decreased following the settlement, 

and they suggest that residual relative optimism can be attributed to selection bias. Ljungqvist, 

et al (2006) investigate whether analyst recommendation behavior is influenced by potential 

underwriting business and report that recommendation behavior is influenced by economic 

incentives, but that behavior is ineffective in gaining business. They suggest that analysts are 

concerned about reputation capital and that aggressive recommendations are counterproductive. 
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A number of recent working papers revisit and extend research related to incentives 

affected by investment banking and brokerage relations. Because the previous results related to 

relative earnings forecast optimism are mixed, the results of these studies are important. While 

the studies differ in focus and execution, Cowen eta! (2006), Jacob et al (2008), Agrawal and 

Chen (2007), and Clarke eta! (2006) all report that investment bank analysts issue relatively 

pessimistic earnings forecasts. These results may differ from Dugar and Nathan (1998) because 

oflarger, more recent samples, and the inclusion of more control variables and because Dugar 

and Nathan compare forecasts from analysts employed by the target's underwriter to all other 

analysts (as opposed to comparing analysts employed by investment bankers generally to all 

others).40 Both Cowan, eta! (2004) and Agrawal and Chen (2007) conclude that relative forecast 

optimism is associated with brokerage activities.41 However, Irvine (2004) reports that while 

forecasts that differ from consensus generate significant brokerage trading, biasing earnings 

forecasts does not. Irvine concludes that greater trading commissions are generated through 

optimistic stock recommendations than via earnings forecasts. 

Assessing absolute optimism in the context of recommendations is tenuous because there 

is no corresponding, mutually-agreed upon "actual," though empirically we observe a paucity of 

"sell" recommendations (Lin and McNichols, 1999; Michaely and Womack, 1999). Approaches 

to assess absolute recommendation optimism include comparing returns over intervals 

contemporaneous with and/or subsequent to the recommendation date42 and evaluating market 

reactions for correspondence with the recommendation. For example, Lin and McNichols find 

40 However, Jacob, eta! reach a conclusion similar to Lin and McNichols (1998) in that within the set of analysts 
employed by investment banks, affiliated and unaffiliated analysts issue comparably optimistic forecasts. 
41 In an experimental paper using a small sample of financial analysts from one brokerage firm, Hunton and 
McEwen ( 1997) report the opposite: an underwriter treatment group issues the most optimistic forecasts, then the 
brokerage treatment group, and finally, the control group issues the least optimistic forecasts. 
41 In an efficient market, all the information in a recommendation should be immediately impounded in securities 
prices, so the correspondence between longer-run returns and recommendations (if any) may reflect market 
inefficiency. 

73 



that though the market reactions to affiliated and unaffiliated analyst "strong buy" and "buy" 

recommendations are comparable, the reaction to "hold" recommendations is more negative for 

affiliated analysts leading to the conclusion that the market interprets a "hold" recommendation 

to mean "sell." Malloy (2005) studies the influence of geographic proximity on incentives of 

affiliated analysts. He replicates Lin and McNichols' results, but notes that the relative optimism 

of affiliated analysts is concentrated in distant, not local, affiliated analysts and also concludes 

that the negative market reaction to "hold" recommendations by affiliated analysts is prominent 

for distant affiliated analysts. Michaely and Womack (1999) repOii that securities assigned 

"buy" recommendations by underwriters under-perform "buy" recommendations from 

unaffiliated analysts before, at, and after recommendation dates and conclude that underwriter 

analysts are biased. Barber, et al (2007) report that while the abnormal return reaction to "buy" 

recommendations is significantly stronger for independent analysts than for investment bank 

analysts, the reverse is true for "hold" and "sell" recommendations (abnormal returns are more 

negative for investment bank analyst recommendations). They find that the underperfonnance 

related to "buy" recommendations is concentrated in a period after the NASDAQ market peak, 

suggesting that investment bank analysts were reluctant to downgrade stocks, consistent with the 

Global Analyst Research Settlement. However, the underperformance applies generally to 

investment bank analyst recommendations and is not confined to the ten investment banks 

sanctioned as part of the settlement.43 More research is needed to determine the causes of 

relative optimism and pessimism in analyst forecasts and recommendations and how they relate 

to analyst and finn incentives. 

43 Another cause of absolute optimism given little attention in the literature relates to cognitive biases of analysts. 
For example, Sedor (2002) explores a non-rational explanation for forecast optimism in an experimental setting and 
reports evidence consistent with unintentional optimism about prior loss firms due to how information is provided to 
analysts by managers. She suggests that firms release information in a narrative manner causing scenario thinking 
among analysts, thereby inflating beliefs about the plausibility of future plans mapping to favorable outcomes. 
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3.5.3 Underreaction 

While a plethora of studies have suggested and investigated various incentives that might 

create optimism in analysts' earnings forecasts, relatively few have addressed potential economic 

reasons for underreaction in analysts' forecasts. Empirical research has documented what 

appears to be underreaction in analysts' earnings forecasts at least since Mendenhall (1991) and 

Abarbanell and Bernard (1992) observed positive serial correlation in analysts' earnings forecast 

errors, and since Givoly and Lakonishok (1979) and Brown eta!. (1985) observed a relation 

between forecast revisions and lagged changes in stock prices. Since underreaction was first 

documented empirically, some papers explain the phenomenon as a result of psychological 

biases in analysts' judgments, and a few others attribute the phenomenon to analysts' economic 

incentives. We review some of this research below. 

Studies of forecasting efficiency with respect to information about future earnings 

generally rely on student subjects, and these studies generally view this as research design 

strength rather than a weakness. For example, Maines and Hand (1996) study whether M.B.A. 

students efficiently recognize the time-series properties of past quatierly earnings in forecasting 

the next quarter's earnings. They presented subjects with quarterly EPS data with seasonal first­

order autoregressive and fourth-order moving average terms of various strengths. In cases where 

these terms were missing altogether, the time series conformed to a seasonal random walk. The 

authors summarize the results as follows: " ... subjects overweighted the autoregressive 

component when it was small or non-existent ... appropriately weighted it when it took on a 

moderate value ... and underweighted it when it was large ... (subjects) correctly weighted (the 

moving average term) when it was not present ... and underweighted it when it was present." 
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Thus, subjects apparently paid too little attention to the temporary component of the change in 

earnings of the same quarter last year and understood the importance of the previous quarter's 

seasonal earnings change but were generally poor at distinguishing differences in it's importance 

between firms. 

In a similar experiment, Calegari and Fargher (1997) found that business students 

generally underweighted the earnings change at the first lag (by about 40%), and they found no 

evidence that the students misweighted the earnings change at the fomih lag. Further research is 

needed to resolve this mixed evidence on the nature of the failings of business students' earnings 

forecasts to fully impound the time-series properties of quarterly earnings. One possibility is that 

student subjects are not appropriate surrogates for trained financial analysts. Some of it is 

evident from the results. For example, surprisingly, Calegari and Fargher (1997) find that 

increased experience did not improve the forecasting ability of student subjects (unlike archival 

findings as in Clement 1999 and Mikhail et al. 2003).44 Future experiments could investigate 

whether/how financial analysts with professional experience overcome whatever cognitive 

limitations affect the students' judgments, and whether economic incentives or psychological 

biases are responsible for underreaction in professional analysts' earnings forecasts. 

Turning to economic explanations for underreaction, Trueman (1990) derives a 

theoretical model from analysts' incentives. In this model, investors and analysts begin with 

unbiased expectations and analysts have three opportunities to update their forecasts before the 

earnings announcement. The first and third opportunities reflect analysts' private information, 

and in the middle analysts can respond to a public information release. Analysts have either 

strong or weak forecasting ability, and they are rewarded based on their forecasting reputations. 

Investors assume analysts only issue forecasts when their private infonnationjustifies Bayesian 

44 Maines and Hand (1996) also do not find improvements based on experience (see their footnote 16). 
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updates, so earlier updating signals greater ability to quickly develop/obtain useful private 

information. Investors increase their prior probabilities that analysts have strong ability based on 

both the timeliness and accuracy of analysts' forecasts. In this scenario, weak analysts 

sometimes rationally issue early forecasts even when private information does not justify a 

change in the analyst's true earnings expectations. In that case, since investors observe the weak 

analyst's first forecast and know analysts update their priors in a Bayesian manner, the weak 

analyst must underreact to the public information in order to avoid revealing that s/he really did 

not have substantive information on which to base the prior forecast, Thus, underreaction arises 

out of analysts' incentives to convince investors that they are skilled in timely development of 

private information useful for predicting future earnings. Whether the equilibrium conditions 

necessary for weak analysts to survive hold true in financial markets is an issue awaiting 

empirical examination.45 

In contrast to Trueman (1990), Abarbanell (1991) suggests an economic explanation for 

underreaction that does not depend on analysts misreporting their true expectations. 

Abarbanell's explanation hinges on the idea that analysts' "private information is more easily 

inferred by investors if it is not combined with other signals whose information content is open 

to individual interpretation (p. 164)." However, analysts' incentives to provide useful (Mazes 

2003) and accurate (Mikhail et aL 1999) forecasts suggest that they would want to include the 

effects of all available information in their forecasts. Raedy et aL (2006) provide an economic 

explanation for underreaction that does not require analysts to ignore public information. The 

explanation hinges on analysts facing an asymmetric loss function, whereby analysts incur 

"
15 Trueman (1994) develops a different theoretical model that predicts underreaction (and herding). However, that 
model assumes an earnings distribution with only four discrete outcomes, and the paper does not address the 
limitations of this assumption. It seems that the underreaction predicted by the model should approach zero as the 
number of possible earnings outcomes approaches a continuous distribution. 
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greater (less) reputation cost of forecast error when the error has the opposite (same) sign as the 

analyst's prior earnings forecast revision. Given this asymmetry in the penalty for forecast 

inaccuracy, analysts rationally underreact to information about future earnings (public and 

private), and the underreaction increases with the uncertainty of the earnings distribution and the 

asymmetric cost of forecast inaccuracy. Raedy et al. argue further that if market frictions (e.g., 

De Long et al. 1990, Slezak 2003) prevent the market from quickly unraveling analysts' 

underreaction tactics, then investors taking trading positions consistent with the direction of 

analysts' earnings forecast revisions should earn abnormal retums on their trades. These 

investors rationally prefer analyst underreaction and this preference could lead to the asymmetric 

cost of forecast inaccuracy driving the underreaction. Future research might investigate whether 

the nature of the analyst's clientele affects underreaction. For example, does the percentage of 

shares held by institutional investors with momentum trading strategies affect sell-side analyst 

underreaction? 

Ideas in Stickel (1989) and Mozes (2003) suggest a potential extension of the Raedy et al. 

(2006) incentives-based explanation for underreaction. Stickel (1989) finds significantly 

increased forecast revision activity shortly after earnings announcements. However, as pointed 

out by Mozes (2003), competition to revise forecasts quickly after public information releases 

comes at the cost of lower forecast accuracy. Analysts might strategically manage these costs 

and benefits by releasing a forecast quickly in response to new information, but intentionally 

revise less than their information suggests. Then after taking the necessary time to thoroughly 

analyze the infmmation, analysts release revised forecasts which, because of the previous 

underreaction, most likely create a change in earnings expectations in the same direction as 

implied by the previous revision. Given market frictions limiting arbitrage, investors taking 
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trading positions consistent with timely analyst forecast revisions earn abnormal returns and 

investors' incentives line up with analyst underreaction. Thus, both investors and analysts may 

be better off if analysts respond quickly to new information but with some restraint. Future 

research might investigate whether underreaction occurs in response to incentives encouraging 

analysts to trade off forecast accuracy for timeliness. More generally, continuing research is 

needed to better understand how analyst's economic incentives affect the timing, accuracy and 

bias of their earnings forecast revisions. 

3.5.4 Management Communications ami Incentives to Guide Analysts' Forecasts 

In this section we describe research on management communications with analysts and 

discuss managers' incentives to guide forecasts and/or manage earnings to exceed forecasts. 

Managers may communicate to analysts through fonnal corporate presentations, through 

preannouncements of earnings, or informally by providing guidance. Clearly, there are strategic 

aspects of management communication with analysts. For example, managers may use earnings 

pre-announcements strategically to set expectations.46 Soffer et at. (2000) suggest that there is an 

asymmetry in the tendency to preannounce earnings. Specifically, Soffer, et al examine 

management preannouncement disclosures shortly before earnings announcements and document 

that managers with bad news release almost all of their news at the preannouncement date, while 

those with good news release about half of the news. The benefit to such a strategy, consistent 

with research detailed below, is that firms with negative announcement date unexpected earnings 

experience significantly lower excess retums for the entire interval from just prior to the 

46 As another example, Fischer and Stocken (2000) consider the case where there is a misalignment of incentives 
between information senders and receivers and suggest that firms may choose to reduce the quality a f disclosure to 
analysts in order to maximize the amount of information that analysts communicate to investors (effectively making 
the disclosure to analysts more coarse). 
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preannouncement to immediately after the earnings announcement date, controlling for the 

combined news released at both dates. This suggests that the manner of information presentation 

affects the market's reaction in that the market appears to focus more on earnings announcement 

news than to news released at other times. Tan et al. (2002) conduct a controlled experiment 

with analyst subjects and find that analysts forecast higher (lower)fii/ure earnings when earnings 

preannouncements are too conservative (optimistic). Preannouncements are too conservative 

(optimistic) when either positive news is understated (overstated) or negative news is overstated 

(understated).47 Their finding suggests that not only current, but future earnings expectations can 

be influenced by preannouncements. 

Apart from formal preannouncements, firms may choose to provide qualitative warnings 

or engage in corporate presentations as information venues. Libby and Tan (1999) conduct an 

experiment about how the timing of information release conditions the impact of qualitative 

earnings warnings. They provided subjects with information simultaneously and sequentially (as 

well as no warning) and found that analysts in the simultaneous warning condition made higher 

future earnings estimates than those in the no warning condition who, in turn, made higher 

estimates than those in the sequential waming condition. The implication of the study is that any 

positive effect related to analysts' preference for firms to provide warning is offset by the effect 

of sequentially processing a warning followed by an actual announcement. Francis et al. (1997) 

explore the benefits of communications made at corporate presentations to securities analysts for 

both senders and receivers. Firms may benefit via increases in analyst following or by 

mispricing correction, while analysts may benefit from information acquisition improving the 

frequency or quality of their forecasts. The results indicate increases in analyst following (but 

47 From debriefing the small sample of subjects, Tan, et al. report that analysts rate managers who accurately 
preannounce earnings highly and that analysts are aware that managers tends to introduce bias into 
preannouncements, they but do not appear to factor bias into their forecasts. 
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not more so for small versus large firms as suspected) and positive abnormal returns at the 

presentation date, with larger reactions observed for "underpriced" securities, generally 

consistent with firms benefiting from engaging in corporate presentations. However, analysts 

seem not to gain as Francis et al. provide no evidence that analysts' post-presentation forecasts 

are less disperse, more accurate, or less biased than forecasts made prior to presentations. 

As noted in section 3.5.2, there is an increasing tendency for analysts to issue optimistic 

forecasts at the beginning of a forecast horizon and revise them downward such that slightly 

pessimistic forecasts manifest by the earnings announcement date. Two overlapping streams of 

literature related to managing analyst expectations downward and/or managing earnings to meet 

or barely exceed consensus forecasts have evolved. One set explores market consequences of 

missing versus meeting or beating expectations (MBE). The second considers related incentives, 

including management compensation consequences. Among studies documenting negative 

consequences to missing earnings forecasts are Bartov et al. (2002), Kasznik and McNichols 

(2002) and Brown (2003).48 Bartov et al. examine the MBE phenomena by controlling for 

absolute earnings performance across a quarterly horizon and determine whether a residual 

market premium associated with MBE at period ends remains. They find evidence consistent 

with such a market premium, in spite of dampening expectations to exceed targets. Though the 

market appears to discount the effect when expectations or earnings management is deployed to 

meet or exceed expectations, a MBE reward still exists. Bartov, et al consider explanations for 

the phenomena and dismiss investor over-reaction, but note that future accounting performance 

is stronger for firms that MBE and that MBE may be a signal of future performance. Kasznik 

411 Brown and Caylor (2005) report on temporal patterns in propensities to :MBE vis-a-vis other benchmarks and the 
market reward (penalty) to meeting (missing) various thresholds. They report that since the mid-1990s, analyst 
forecasts appear to be the appropriate threshold and that the market reward for exceeding analyst forecasts is much 
greater than that for exceeding a seasonal random walk or zero profit target. 
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and McNichols also report on rewards to MBE, finding that returns are higher for firms that 

MBE, increasing in the number of prior years that they do (from one to three years). MBE firms 

also experience higher future earnings forecasts and earnings realizations than other firms, 

controlling for other factors. Kasznik and McNichols interpret their results to suggest that the 

premium may reflect the market's perception that finns consistently meeting or beating earnings 

targets are less risky. 

Skinner and Sloan (2002) explore explanations for why growth or "glamour" stocks 

appear to underperform the market and report that the inferior returns relative to value stocks 

result from expectational errors about future earnings. Specifically, growth stocks are punished 

more severely for the same magnitude of negative earnings surprise than are value stocks, 

providing incentives for growth companies to engage in expectation/earnings management. 

They report that if the asymmetric price response is controlled for, no return differential between 

growth and value stocks remains. Similarly, Brown (2003) documents the decreased propensity 

for firms to just miss expectations notes that it is concentrated in growth firms. Like Skinner and 

Sloan (2002), Brown finds that the negative valuation consequences of just missing forecasts are 

stronger for growth firms than others. Speculating upon incentives, he notes that over his sample 

period, stock and option compensation has increased substantially, patiicularly for growth firms, 

as has the influence of momentum investors and litigation against firms whose stocks drop 

appreciatively. Brown suggests that these temporal trends increasingly provide managers with 

incentives to avoid slightly negative earnings surprises. 

Matsumoto (2002) more directly considers incentives for finns to avoid negative earnings 

surprises and the means to achieve such avoidance. She reports that firms with higher transient 

institutional ownership, greater reliance on implicit claims with their stakeholders, and higher 
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value-relevance of earnings are more likely to MBE. She relates the mechanisms to MBE 

(managing earnings upward or guide analysts' forecasts downward) to the same fim1 

characteristics. Matsumoto finds that firms with more transient institutional ownership 

(consistent patterns of prior losses) are more (less) likely to use both means, while firms with 

more value-relevant earnings and those relying more on implicit contracts with stakeholders are 

more likely to manage expectations. Growth firms are more likely to use earnings management, 

not forecast guidance to MBE. 

Another stream of literature relates to managers' personal incentives to guide forecasts 

(and/or manage earnings) to levels that can be met or beaten. Richardson eta!. (2004) provide 

an incentive-based explanation that appears to comport to analyst forecast patterns within a 

quarter or year. They suggest that forecasts are guided downward to heatable targets so that 

there is a price increase in response to positive earnings news. This pattern is linked to 

institutional and regulatory changes (Insider Trading and Securities Fraud Enforcement act of 

1988 and lifting of the shm1-selling rule for insiders in 1991) that created incentives for 

management guidance to boost stock prices in the post-earnings-announcement period. They 

report that the walk-down to beatable expectations is most pronounced for firms with stock 

issuances and firms with insiders selling their own shares in post-earnings-announcement 

period.49 In another study about manager's incentives to MBE, Matsunaga and Park (2001) 

argue that the portion of executive annual bonus left to board discretion (rather than formulaic) 

could be adversely impacted by missing quarterly targets. They consider consensus forecasts, 

seasonal random walk expectations, and zero profit thresholds and find that CEO annual bonuses 

·l'l Firm benefits resulting from increased price levels prior to seasoned equity offerings is not necessarily self­
interested but capitalizing via individual stock sales appears so. 
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are reduced if quarterly consensus forecasts and seasonal random walk expectations are missed 

for at least two quarters, after controlling for the general pay-for-performance relation. 

In sum, a sizable body of research studies management communications with analysts 

and most relates to incentives to provide earnings guidance. Disproportionate negative market 

reactions to missing analyst forecasts at period ends are well established, but more work is 

needed to explore the rationality of such market reactions and to further explore the apparent 

walk-down pattern in earnings expectations. 

3.6 Regulatory and cross-count1y comparisons 

In this section we review literature related to the impact of regulatory changes 

(specifically the impact of Reg. FD, the Global Settlement Agreement with ten of the largest 

investment banking firms, and other exchange rulings) on analyst activities and the properties of 

their outputs and analyst activities from an international perspective. Both Reg. FD, the Global 

Settlement Agreement are relatively recent developments that could potentially dictate 

reinterpretation I reinvestigation of many prior findings. Also, increased access to international 

data offers new opportunities for cross-sectional comparisons of analyst behavior in different 

regulatory environments. 

3.6.1 The Impact of Regulation Fair Disclosure (Reg FD) on Analyst Activities 

In approving Reg FD in August 2000 (effective in October 2000), the SEC intended to 

proscribe selective disclosure of imp011ant infonnation to patticu!ar (preferred) analysts. In 

effect, the regulation is intended to level the informational playing field. Prior to its passage 

there was broad speculation upon its likely impacts with respect to levels of information 

asymmetry across analysts, forecast accuracy, forecast dispersion, forecast and recommendation 
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informativeness, managers' propensity to communicate with analysts and the fonn of 

communication, and volatility in prices. A sizable body of literature seeks to fill this void. 

Regarding forecast dispersion, directional hypotheses hinge on whether analysts forecasts 

rely more heavily on public versus private information in the post-Reg FD period. If public 

information is more heavily weighted, there should be less dispersion because the information 

provided by management is common to alL Alternatively, if analysts seek to gain advantage via 

their own analysis because public infonnation is common, then dispersion could increase after 

Reg FD. The results related to forecast dispersion are mixed, Heflin, et al (2003) and Shane, et 

a! (200 1) rep01i no evidence consistent with a change in forecast dispersion or accuracy 

following Reg FD. However, both Bailey, et al (2003) and Irani and Karamanou (2003) rep01i 

that dispersion has increased following Reg FD. Irani and Karamanou suggest that the Heflin, et 

al (2003) result may be attributable to the brief post-Reg FD period (two months) in their sample. 

Irani and Karamanou also report a reduction in analyst following post-Reg FD, though Gintschel 

and Markov (2004) suggest that reduced analyst coverage could result from a downturn in the 

brokerage business, 

With respect to pricing effects, Gintschel and Markov (2004) study the informativeness 

of outputs and find that the absolute price impact of forecasts and recommendations are lower by 

28% after Reg FD. The decrease in pricing impact relates to the level of selective disclosure pre­

Reg FD as proxied by brokerage and finn characteristics. Gintschel and Markov conclude that 

Reg FD is effective at eliminating selective disclosure, The results regarding return volatility are 

less conclusive as Shane, et al (200 1) and Heflin, et al (2003) report reductions in retum 

volatility after Reg FD, but Bailey, et al (2003) find no reduction in return volatility after 

controlling for decimalization of securities trading. 
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Bailey et al (2003) also report increases in trading volume attributable to difference in 

opinions following Reg FD. They also find that companies increased the level of disclosure, but 

the increase is confined to infonnation about the immediate quarter. They conclude that the 

quantity of public information increased as a result of Reg FD. Eleswarapu eta! (2004) conclude 

that aggregate infonnation tlow is unchanged by Reg FD, but information asymmetry as 

retlected in the adverse selection component of trading costs has decreased. Hetlin, eta! (2003) 

concur that there appears to be an increase in company disclosure, but the increase relates to 

forward-looking infonnation. They also report that the information gap, proxied by deviations 

between pre- and post-earnings announcement stock prices, decreased after Reg FD. Further 

research is needed to reconcile the contlicting findings regarding the nature of increased public 

disclosure following Reg FD. 

Bushee, eta! (2004) use a unique database to study how Reg FD intluences conference 

calls and the impact conference calls have on securities prices and trading activity. They 

compare timing, use and information content changes of the calls between firms that held closed 

conference calls prior to Reg FD and firms that previously held open calls. In terms of intluence 

on the conduct of calls, Bushee, eta! report that managers are more likely to discontinue 

conference calls in the post-Reg FD period and that proportionately more (previously) closed­

call firms shifted away from always conducting calls after hours, though the impact of these 

changes is not substantial. They find no evidence that the amount of information disclosed 

during conference calls decreased after Reg FD, but report that price volatility increased for 

closed-call firms relative to open-call firms. Finally, they report that the amount of individual 

investor trading increased following the regulation change. This may result because individual 
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investors perceive that they are at less of an information disadvantage following the regulation 

change, and are therefore more willing to trade. 

Jorion, eta! (2005) take a different approach to assessing the impact of Reg FD by 

studying information providers exempted from the change. Specifically, they reason that 

because credit ratings agencies retained the right of restricted access to private information 

following Reg FD, the information content of ratings changes may have increased because new 

private information is revealed which is inaccessible to equity analysts. Jorion, et al report 

results consistent with their conjecture in that the positive (negative) market reactions to rating 

upgrades (downgrades) are greater after Reg FD. 

In sum, a large body of research investigates the impact of Reg FD on analyst activities. 

Many of the results related to impacts are mixed and await further investigation. A challenge to 

many findings is that the regulation impacted all firms at the same time and, as such, there is no 

control group. Researchers need to exercise care in dismissing macro-economic (e.g., market 

downturn) and firm-specific effects that happened concLmently with the implementation of Reg 

FD. 

3. 6.2. The Global Settlemeut uud other regulalmJ' chauges 

In April of2003, U.S. and state regulators, led by New York Attorney General Elliott 

Spitzer, announced a settlement (Global Analyst Research Settlement) with ten of the largest 

investment banking firms settling enforcement actions related to alleged conflicts of interest 

between research and investment banking operations. The settlement was intended to curb such 

conflicts by severing investment banking from research analysis, proscribing analysts from being 

evaluated or rewarded based on investment banking business and from being involved in 'sales 
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pitches' or 'road shows'. The settlement also requires firms' research management to make all 

company coverage decisions, provide 'independent' research to investor clients in addition to 

their own, and disclose historical ratings and price targets. 5° The Global Settlement along with 

regulations NASD 2711 and NYSE 472, which also relate to separation of investment banking 

and analysis, have likely impacted analyst activities substantially. Research related to these 

regulatory impacts, though largely unpublished at this point, is summarized in this section. 

Barber et al (2006) report that after NASD Rule 2711 stock recommendations issued by 

analysts became more pessimistic on average and that recommendations departing from 

historical distributions presented substantial return opportunities (for example, going long on buy 

recommendations after Rule 2711 for brokers that previously issued few buy recommendations). 

Kadan et a! (2008) also study the impact of the settlement and the two rule changes on 

recommendations for the ten firms agreeing to the settlement as well as other brokers. Overall, 

Kadan et al find that the regulations appear to impact analyst recommendations. Specifically, 

like Barber et al, they note that recommendations became more pessimistic post-regulation, more 

so for affiliated analysts (those whose employers had a past underwriting relationship with the 

firm), and particularly more pessimistic for the ten firms agreeing to the Global Settlement. 51 In 

a similar vein, Clarke et al (2006) compare recommendation distributions across investment 

firms that are investment banks, brokerages, or independent research firms (which became more 

prominent as a result of the Global settlement) and note that while recommendations became 

more pessimistic across all types of firms, the effect was the greatest for investment banking 

finns. Kadan eta! note that this overall shift could be due to a modified rating system that was 

implemented at the same time as the regulations. 

50 See www.sec.rrov/news/press/2003-54.htm for full details of the settlement. 
51 Bani (2005) reaches the opposite conclusion regarding the ten firms covered by the settlement. 
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Regarding the impact of these regulations on market reactions to recommendations, Kadan, 

et al find that in the post-regulation period, the market seems to regard recommendations as more 

credible. The decreased preponderance of 'buy' recommendations are met with higher returns 

than before, and the division between 'hold' and 'sell' recommendations is better reflected in 

returns post-settlement (i.e., only "sell' recommendations result in lower retums after 

regulations, but not 'hold' recommendations which were also interpreted as 'sell' pre­

regulation). Regarding the type of analyst, Clarke eta! conclude that the market interprets 

investment bank analyst recommendation changes to be the most informative both before and 

after the Global Settlement, implying that investors considered potential conflicts in assessing 

the valuation implications of recommendation changes. 

Recent studies have also considered the impact of the regulations on analyst following. 

Kolasinski (2006) concludes that the new regulatory restrictions did not adversely impact analyst 

coverage, whereas Boni (2005) indicates that the ten firms included in the settlement reduced 

coverage post-regulation. The distinction between the results could be due to Kolasinski's focus 

on SEO and !PO coverage, whereas Boni bases her conclusion on the average total coverage of 

the ten firms agreeing to the settlement. Clarke et al also assess the impact of the settlement on 

analyst forecast bias and accuracy and conclude that both before and after the settlement 

investment bank analysts' eamings forecasts are less optimistic (consistent with Cowen eta!, 

2006 and Jacob et al2008 before the settlement) but that analysts in each of the three categories 

are comparably accurate both before and after the settlement (inconsistent with Jacob et al2008), 

implying that the Global Settlement did not substantially impact earnings forecasting. Future 

research might explore the impacts of the regulations on longer-horizon analyst forecasts and 

market responses to forecast revisions pre-and post-regulation. 
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3.6.3. Intematimwl Forecasting 

With the expanded access to international forecasts provided by IBES and other data 

providers recently, researchers have increased ability to study new research questions about the 

impacts of accounting standards and practices in various countries on analyst activities. Hope 

(2003a) and Hope (2003b) address issues related to the impact of disclosure practices and 

enforcement standards and accounting policy disclosures, respectively, on analyst forecasting 

behavior. Hope (2003a) focuses on forecast accuracy and conjectures that enforcement of 

accounting standards provides incentives for managers to follow rules, thereby reducing analyst 

uncertainty about managers' disclosures. He argues that reduced uncetiainty results in better 

forecasting, reflected in lower forecast errors. Because there is presumably little, if any, 

variation in enforcement of standards across firms in the U.S., the international setting is 

appropriate. Hope (2003a) reports that strong enforcement is associated with increased accuracy 

and that disclosures gain importance with scant analyst following. He also notes that 

enforcement is more critical when managers have a menu of accounting methods from which to 

select. Hope (2003b) argues that information about accounting policies likewise reduces analyst 

uncetiainty regarding the interpretation of accounting disclosures. After controlling for firm­

and country-level variables, he reports that the level of disclosure about accounting policies is 

inversely related to forecast errors and forecast dispersion, consistent with reduced uncertainty. 

Lang et al (2003) pursue a different tactic to study international issues by considering 

whether cross listing in the U.S. appears to provide informational and market benefits. They 

provide cross-sectional and time-series evidence that analyst following and forecast accuracy 

both improve as a result of cross listing. Finns with higher following and more predictable 
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earnings also benefit from higher market valuations and Lang, eta! claim this is consistent with 

cross listing improving firm value via the effect on the information environment. 

This review of forecasting of international companies listing locally, subject to country­

specific reporting requirements, as well as those that cross list in the U.S. is far from exhaustive. 

The increased flow of international capital coupled with the convergence of international 

accounting standards makes this line of research important and we expect this area of research to 

expand substantially in the future. 

3. 7. Reseurclz design und dutubuse issues 

Recent research questions some of the conclusions drawn by studies that examine the 

properties of analyst forecasts, especially with respect to analyst inefficiency and bias. Much of 

this criticism stems from the effect of temporal variations in analyst forecasting behavior, and 

firms' repmiing and earnings guidance strategies, on conclusions related to analyst behavior. 

Other studies caution that the distributional properties of earnings forecast errors and 

assumptions about analysts' loss functions affect conclusions about the rationality of analysts' 

forecasts. While we discuss these issues in other sections of the paper, where appropriate, in this 

section we provide more detail on a few recent studies that focus on these issues. 

Abarbanell and Lehavy (AL; 2003) argue that two asymmetries in the distribution of 

analyst forecast errors drive most of the prior findings of analyst optimism and analysts' under­

and over-reaction to information. First, there are a larger number of greater magnitude 

observations in the extreme negative tail of the forecast error distribution than in the extreme 

positive tail, which AL refer to as the tail asymmetry. Second, there is a greater preponderance 

of slightly positive forecast errors than slightly negative forecast errors (consistent with 
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Degeorge, eta! 1999). AL refer to this as the middle asymmetry. The tail asymmetry could be 

caused by accounting conservatism (Keane and Runkle 1998) resulting in more latitude to 

managers in recognizing non-recurring losses than gains (though this explanation is less 

plausible for studies using database-defined actuals which are presumably purged of such 

charges). Or, as Abarbanell and Lehavy suggest, the tail asymmetry could also be the result of 

managers engaging in substantial income-decreasing earnings management (big bath behavior) 

coupled with analysts not anticipating this behavior. The asymmetry near the middle may result 

from management guidance of forecasts to report slightly positive news. 

AL argue that forecast errors computed in the usual way (i.e., actual earnings less 

forecasted earnings) presumes that the "actual" earnings number is the true value of the variable 

forecasted. This assumption may not hold if management strategically reports earnings and will 

affect inferences about analysts' forecasting bias and inefficiency. They find that unexpected 

accruals contribute more heavily to both the middle and tail asymmetries suggesting that the 

asymmetries are in fact influenced by earnings management. AL caution that econometric 

attempts at attenuating the effect of the tail asymmetry will lead to misleading inferences 

regarding analyst behavior. Researchers routinely winsorize or truncate observations at I% and 

99% of the forecast en·or distribution, ostensibly to eliminate potential data errors. Symmetric 

winsorization or truncation results in larger values of the negative tail being left out of the tests, 

but still leaves a number of high value negative forecast errors, as compared to positive errors, in 

the tests. This is because of the existence of more negative than positive extreme observations in 

the forecast error distribution. However, if the tail asymmetry reflects legitimate forecasting 
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errors, the effect of symmetric truncation or winsorization is to underweight (overweight) tail 

(middle) asymmetry observations resulting in an invalid pessimism inference. 52 

Kim eta!. (2001) argue that mean analysts' forecasts do not efficiently aggregate 

forecasts across analysts. This inefficiency is increasing in the number of forecasts used to 

compute the mean because the common information across analysts gets more weight as the 

number of forecasts increase while the private information of analysts (impounded in the 

forecasts) get correspondingly lower weight. Kim eta!. demonstrate that one way to overcome 

the misweighting of forecasts is to use the current mean forecast, but add a positive multiple of 

the change in the mean forecast from the prior period. 

Gu and Wu (2003) analytically show that if analysts' objective is to minimize the mean 

absolute error in their predictions, their optimal forecast is the median, rather than the mean, of 

the earnings distribution. If analysts choose to forecast the median, then the resulting (observed) 

forecast bias will be related to the differences between the mean and median of the distributions 

of actual earnings for firms. They find that earnings distributions offinns are generally skewed 

and analyst forecast bias is positively related to the skewness in the earnings distributions. They 

also report that investors seem to (partially) adjust for this bias in earnings forecasts resulting 

from skewness in the earnings distribution. 

The Gu and Wu (2004) work leads Basu and Markov (2004) to question the typical least 

squares-based research design in studying analyst forecast efficiency or rationality. The least 

squares regressions assume that analysts have a quadratic loss function. If analysts' objective is 

to minimize mean absolute forecast errors, then the proper research design would be regressions 

that minimize absolute errors rather than squared errors. Indeed, when using linear absolute 

deviation regressions, Basu and Markov find the surprising result that most prior documented 

52 Cohen and Lys (2003) provide a detailed critique of Abarbanell and Lehavy (2003). 
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forecast inefficiencies no longer hold. Their results highlight the importance of ensuring that 

assumptions implicit in the research design are recognized and validated. More research, 

however, is needed on understanding the type of loss functions analysts have and if there is 

systematic variation in this regard across analysts (for example, based on experience, brokerage 

house characteristics, etc.). 

Research has also addressed specific issues related to analyst forecast databases. Payne 

and Thomas (2003) study the effect of split-adjusted forecast data provided by IIB/E/S. They 

point out that when IIB/E/S adjusts data for stock splits, they round off forecast and actual 

amounts, after the split, to two decimal places. While this may not affect the conclusions of most 

research, Payne and Thomas caution that some studies are especially prone to the split 

adjustment problem (for example, studies that examine zero forecast errors). 

Ramnath et al. (2005) compare the properties of forecasts across the two premier sources 

of analyst forecast data, Value Line and 1/B/E/S. With more recent data, they reexamine the 

conclusions in Philbrick and Ricks (I 99 I) that Value Line and 1/B/E/S provide forecasts of 

comparable quality, but the actual earnings numbers reported by Value Line provides a superior 

measure of earnings surprise. Ramnath et al. find, contrary to Philbrick and Ricks, that actual 

EPS data from Value Line and 1/B/E/S are comparable, but 1/B/E/S consensus forecasts are more 

accurate and are a better proxy for market's earnings expectations than Value Line forecasts. 

The superiority of 1/B/E/S consensus forecasts can be traced to two attributes: I) the ability to 

provide forecasts that are closer to the earnings announcement date (Value Line only publishes 

one forecast per quarter; 1/B/E/S consensus is updated monthly), and 2) the advantage of being 

able to aggregate across forecasts from multiple analysts (Value Line forecasts are issued by a 

single analyst, whereas the 1/B/E/S consensus is based on forecasts contributed by multiple 
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analysts). Finally, Brown and Sivakumar (2003) emphasize that the source of actual earnings 

used in measuring forecast errors is also important and could affect inferences. Specifically, they 

show that relative to operating earnings from Compustat, actual EPS from 1/B/E/S better predicts 

future earnings, is more closely associated with stock prices, and also produces higher 

correlation between forecast errors and returns. . 

Issues raised in the papers discussed above, about the reliability of inferences from prior 

research, seem substantial enough to motivate replication and validation of findings from past 

research. Further research is necessary especially in areas where the research design and 

database choices could have affected the conclusions of the study (for example, analysts' 

forecasting bias). Moreover, the findings in Abarbanell and Lehavy (2003) also point to the need 

for researchers to provide detailed discussion of the sensitivity of results reported in their studies 

to the treatment of outliers. 

4. Summary and conclusion 

Discovering the information and valuation models that determine prices of equity 

securities in capital markets is a formidable task, worthy of substantial research effort for many 

years to come. Analysts may collectively hold the key, but no single analyst can tell you what it 

is. Instead, the key lies in the way the market derives a consensus from the distribution of extant 

individual analysts' forecasts of a company's future earnings, the characteristics of the 

information impounded in that consensus, and the additional information the market incorporates 

into its model for valuing a company's equity securities. Important insights can be gained from 

research regarding analysts' decision processes, the determinants of analyst expertise and 

distributions of individual analysts' forecasts, the informativeness of analysts' research outputs, 
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market and analyst efficiency with respect to value-relevant information, effects of analysts' 

economic incentives on their research outputs, effects of the institutional and regulatory 

environment, and the limitations of databases and various research paradigms. In this paper, we 

hope we have provided some perspective on the research in each of these important areas. 

The areas of future research that seem most promising to us include the following. First 

Schipper's ( 1991) and Brown's (1993) calls for research providing more insight into analysts' 

decision processes are still relevant today. We look forward to research clarifying the distinction 

between analysts' roles as interpreters of public information and developers of private 

infom1ation useful in determining prices of equity securities. The decision processes of analysts 

in distinguishing permanent from more temporary components of earnings reports (including 

temporary components due to earnings management) also remains a critical area for future 

research. We also expect to see research that clarifies the role of heuristics in the price-setting 

process and the degree to which these heuristics function as effective substitutes for rigorous 

multiperiod valuation models. More research is needed to understand the interaction between 

analysts' economic incentives and frictions that limit investors' abilities to arbitrage away any 

inefficiencies or biases in forecasts and prices resulting from those incentives, and we expect this 

research to have implications for emerging behavioral finance theories of market inefficiency. 

We also predict that researchers will continue exploring factors that make some analysts 

better forecasters than others and the mechanism that develops consensus market expectations 

from individual analyst forecasts. Further research is also required on forecasts that have higher 

price impact, such as long-term growth forecasts and target prices. Given evidence of the 

informativeness of eamings in the presence of analysts' price target forecasts, recommendations, 

and other information in analysts' research reports, it is not clear that earnings forecasts are 
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simply a means to an end (Schipper, 1991 ); further research is needed to explore the importance 

of analysts' earnings forecasts and actual earnings reports in the allocation of resources in capital 

markets. Finally, we expect to see more international research describing institutional and 

regulatory factors that create cross-country differences in the role of analysts and the properties 

of their forecasts. 
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Conflicts of Interest and Analyst Behavior: 
Evidence from Recent Changes in Regulation 

Armen Hovakimian and Ekkachai Saenyasiri 

Regulation FD made analysts less dependent 011 insider information and diminished analysts' 
motives to inflate theirforecnsts. The Global Research Analyst Settlement had an even bigger impact 
011 analyst belwvior: The mean forecast bias declined significantly, whereas the median forecast bias 
essentially disappeared. These results are similar for all analysts. 

0 
ur investigation of the impact of recent 
changes in regulation on analysts' fore­
casting behavior follows a number of 
studies that argued that analysts were 

motivated to produce research reports that did not 
reflect their true opinions. Analysts tended to make 
excessive "buy" recommendations and inflated 
earnings forecasts for several reasons, two of which 
gained considerable attention from regulators in 
the United States. First, analysts may have felt com­
pelled to favor managers in covered companies in 
order to gain privileged access to information flow 
(Lim 2001). Second, although analysts are sup­
posed to provide investors with accurate and truth­
ful research reports, conflicts of interest could occur 
because analysts' compensation was tied to profits 
generated from investment banking business and 
brokerage commissions (Lin and McNichols 1998; 
Carleton, Chen, and Steiner 1998). 

In the early part of the first decade of this 
century, in an effort to restore public confidence in 
U.S. capital markets, U.S. regulators enacted several 
rules and regulations, prosecuted analysts whose 
research reports were tainted by conflicts of inter­
est, and fined banks that failed to prevent research 
analysts' conflicts of interest. Two of the main reg­
ulatory developments during this period were (1) 
Regulation Fair Disclosure (Reg FD), which became 
effective on 23 October 2000, and (2) the Global 
Research Analyst Settlement (Global Settlement), 
which was announced on 20 December 20021 

AI though the primary goals of these two regu­
latory actions are different, tl1ey both have the 
potential to improve the quality of analyst fore-

Annen Hovnkimian is professor of finance at Baruch 
College, New York City. Ekkaclzai Saenyasiri is 
assistant professor of finance at Providence College, 
Providence, Rhode Island. 
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casts. One of the stated goals of Reg FD is to prohibit 
private communication between companies and 
analysts, thereby helping to level the playing field 
so that market participants can have equal access 
to information and making analysts less dependent 
on such communication. In prohibiting companies 
from selectively disclosing private information to 
analysts, Reg FD may reduce analyst forecast bias 
by eliminating the incentive for analysts to inflate 
their earnings forecasts in order to gain access to 
insider information. 

The Global Settlement is an important 
enforcement agreement between U.S. regulators 
and 12 large investment banks (the Big-12 banks) 
designed to eliminate research analysts' conflicts 
of interest. If successful. the Global Settlement 
should reduce optimistic bias in analyst forecasts. 

Our study considered whether these two 
actions by U.S. regulators reduced the bias in 
analysts' earnings forecasts documented in previ­
ous studies. We focused on annual earnings fore­
cast bias for several reasons. First, investors may 
use analyst forecasts to form expectations of earn­
ings and cash flows, both of which are important 
inputs for stock valuation models. Inflated earn­
ings forecasts can drive stock prices above their fair 
values if investors fail to adjust for the bias.2 

Second, given the flurry of new regulations, 
regulators clearly consider analyst behavior an 
important factor in maintaining investor confidence 
in financial markets. Regulation is costly because of 
the significant expenses associated with analyzing 
problematic situations and developing remedies. 
Moreover, restrictions and reporting requirements 
imposed on various market participants result in 
ongoing compliance costs. These costs can be 
justified only if the new regulations help reduce 
analysts' conflicts of interest and thereby generate 
an important benefit for financial markets. 

©2010 CFA Institute 



Third, most studies that have examined the 
impact of Reg FD and the Global Settlement on 
analyst behavior focused on forecast accuracy 
and forecast dispersion (Bailey, Li, Mao, and 
Zhong 2003; Agrawal, Chadha, and Chen 2006) 3 

These aspects of analyst behavior, however, are 
little affected by conflicts of interest, the focus of 
our study. 

Other shtdies have examined forecast bias. 
Clarke, Khorana, Patel, and Rau (2006) found that 
the Global Settlement had no impact on relative 
bias in analyst forecasts. Focusing on the impact of 
Reg FD on bias in quarterly earnings forecasts 
behveen October 1999 and December 2001, Mahan­
ram and Sunder (2006) found that these forecasts 
became more optimistic after Reg FDbut attributed 
the increase to unexpectedly low realized earnings 
during the 2001 recession. Our longer study period 
(1996-2006) allowed us to control for macroeco­
nmnic conditions in our regression analysis. Fur­
thermore, we examined longer-term (up to 24 
months) earnings forecasts in which the forecast 
bias is more apparent (Richardson, Teoh, and 
Wysocki 2004). Although HerrmaJm, Hope, and 
Thomas (2008) found some evidence of decline in 
forecast bias following Reg FD, they focused on 
internationally diversified companies only; we 
examined all U.S. companies, and our primary 
focus was on changes in forecast bias after the 
Global Settlement. 

Lastly, the ability of analysts to forecast earn­
ings accurately can be easily and straightforwardly 
verified because actual earnings are observed at 
the end of the forecast period. Barber, Lehavy, 
McNichols, and Trueman (2006) studied the 
change in distribution of stock recommendations 
made from 1996 to 2003. They found that the per­
centage of buys decreased starting in mid-2000.4 

How Wlbiased the new distribution of stock recom­
mendations is, however, remains rmcertain. But we 
know that the bias should be zero at the aggregate 
level when analysts make their forecasts on the 
basis of their true opinions. 

Institutional Background 
Historically-and especially before recent 
regulations-analysts have tended to make 
unduly optimistic earnings forecasts. In this 
section, we discuss the possible reasons for this 
optimistic bias and the potential impacts of the 
recent regulations on such bias. 

Why Do Analysts Make Overoptimistic 
Earnings Forecasts? A number of studies have 
documented that analysts regularly make overop-
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timistic earnings forecasts (Brown 1997; Chopra 
1998; Beckers, Steliaros, and Thomson 2004). Opti­
mistic bias tends to be larger for longer-term fore­
casts and smaller for forecasts made closer to the 
earnings announcement date. This phenomenon is 
usually referred to as the walk-down trend (Rich­
ardson, Teoh, and Wysocki 2004). Several explana­
tions have been offered for analyst optimism. 

First, analysts may be influenced by conflicts of 
interest if their compensation is tied to investment 
banking fees and brokerage commissions. Lin and 
McNichols (1998) found that analysts affiliated with 
undenvriters make more favorable stock recom­
mendations and long-term earnings growth fore­
casts than analysts not so affiliated. Agrawal and 
Chen (2005) discovered that optimism in long-term 
earnings growth forecasts is high when analysts 
work for financial institutions whose revenues 
come mainly from brokerage business. Carleton, 
Chen, and Steiner (1998) found that stock recom­
mendations made by brokerage firms are more opti­
mistic tl1an those of nonbrokerage firms. Using 
Australian data, Jackson (2005) noted that optimis­
tic analysts generate more trades for their brokerage 
firms than do less optimistic analysts. Chan, Kar­
ceski, and Lakonishok (2007) showed that analysts' 
earnings forecasts are influenced by their desire to 
win investment banking clients. Doukas, Kim, and 
Pantzalis (2005) reported that stocks with excess 
analyst coverage yield lower future retun1s, consis­
tent with the conflict-of-interest hypothesis. Hong 
and Kubik (2003) found that brokerage houses 
reward optimistic analysts; optimistic analysts at 
low-status brokerage houses are more likely to 
move up to higher-status brokerage houses than are 
less optimistic analysts. 

Second, analysts may feel compelled to main­
tain good relations with company management in 
order to gain access to insider information that can 
help improve the accuracy of their forecasts (Lim 
2001). Third, analysts may tend to cover stocks for 
which they have positive views and drop or avoid 
stocks for which they have negative views, which 
can induce a self-selection bias (McNichols and 
O'Brien 1997). Fourth, analysts may have a cogni­
tive bias that leads then1 to overreact to good earn­
ings information and underreact to bad earnings 
information (Easterwood and Nutt 1999; Nutt, 
Easterwood, and Easterwood 1999). Finally, the 
walk-down trend may be driven by the "earnings 
guidance game," in which analysts issue optimistic 
forecasts at the start of the fiscal year and then 
revise their estimates until the company can beat 
the forecast at the earnings announcement date 
(Richardson, Teoh, and Wysocki 2004). 
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Recent Regulations. Before Reg FD, analysts 
and institutional investors often had an informa­
tional advantage over small investors through pri­
vate communications with management and 
conference calls in which company managers dis­
cussed past performance and provided guidance 
on future prospects. Such timely information gave 
these investment professionals an unfair advantage 
that allowed them to trade stocks profitably at the 
expense of uninformed investors. 

To gain access to this information flow, analysts 
may have had to maintain good relations with insid­
ers by making optimistic forecasts and buy recom­
n1endations in their research reports. Analysts' 
excessively optimistic views of the stocks were mis­
leading and contributed to the deterioration of 
investor confidence in capital market integrity. 
Through Reg FD, which was introduced in October 
2000, the U.S. SEC intended to improve fairness and 
restore public confidence in the markets by requir­
ing U.S. public companies to disclose material infor­
mation simultaneously to all market participants. 

Other sources of conflicts of interest, however, 
remained unaddressed by Reg FD. For instance, 
analysts could be pressured to make optimistic 
forecasts and buy recommendations in order to 
favor investment banking clients and generate 
trading volume. The SEC and such self-regula tory 
organizations (SROs) as the National Association 
of Securities Dealers (NASD; now the Financial 
Industry Regulatory Authority [FINRA]) and the 
NYSE paid significant attention to this issue and 
introduced a number of new rules and regulations 
to curb the negative consequences of these con­
flicts of interest. 

The Sarbanes-Oxley Act of 2002 (SOA), also 
known as the Public Company Accounting 
Reform and Investor Protection Act of 2002, 
became law on 30 July 2002. The SOA is a broad 
piece of legislation that covers various business 
practices, including auditor independence, corpo­
rate responsibility, enhanced financial disclosure, 
analysts' conflicts of interest, and corporate and 
criminal fraud accountability. The SOA amended 
the Securities Exchange Act of 1934 by creating 
Section 15D, which requires FINRA and the NYSE 
to adopt rules reasonably designed to address 
research analysts' conflicts of interest. 

To comply with the SOA, the NASD released 
Rule2711 (Research Analysts and Research Reports) 
and the NYSE amended its Rule 351 (Reporting 
Requirements) and Rule 472 (Communications with 
the Public). Most provisions of these rules went into 
effect on 9 July 2002. These rules mitigate analysts' 
conflicts of interest by separating research analysts 
from the influence of the investment banking and 
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brokerage businesses. Research analysts' compen­
sation can no longer be tied to the performance of 
these businesses. In addition, analysts are restricted 
from personal trading in the stocks they cover. 

On 6 February 2003, the SEC adopted Regula­
tion Analyst Certification (Reg AC).5 Reg AC pro­
vides guidelines for proper disclosure of potential 
conflicts of interest of sell-side analysts, including 
their association with investment banking clients 
and the structure of their compensation. 

Regulatory objectives have also received sup­
port from rigorous enforcement actions. Following 
a joint investigation by the SEC, NASD, NYSE, and 
New York State Attorney General, 10 large U.S. and 
multinational investment banks agreed to pay a 
fine of $1.435 billion in the Global Research Analyst 
Settlement for tl1eir failure to adequately address 
research analysts' conflicts of interest. Announced 
on 20 December 2002, the terms of the Global Set­
tlement initially covered 10 banks.6 The final agree­
ment was announced on 28 April 2003. Two more 
banks reached settlements on 26 August 20047 The 
Global Settlement and the SRO rules share tl1e same 
spirit in that their mutual objective is to elin1inate 
analysts' conflicts of interest. 

The introduction of these rules and regulations 
allows us to differentiate among the alternative 
explanations for analyst forecast bias proposed in 
the literature. First, a reduction in forecast bias after 
Reg FD would support the argument that analysts 
were overoptimistic owing to their need for insider 
information, especially if such a reduction were 
stronger for inforrnationally more opaque compa­
nies. Second, a reduction in bias after the Global 
Settlement and Rule 2711 would be consistent with 
the hypothesis tl1at analyst behavior was unduly 
influenced by conflicts of interest8 In contrast, self­
selection and cognitive biases may exist even in a 
world without conflicts of interest. Therefore, if 
these biases are the main reasons for analysts' over­
optimistic forecasts, then these regulatory changes 
should have no effect on forecast bias.9 

Sample and Variables 
We downloaded sell-side analysts' earnings fore­
casts for fiscal year-end dates between 1996 and 
2006 from the Detail file of the 1/B/E/S database. 
We used forecasts for current- and subsequent-year 
earnings per share (EPS), which are made for the 
upcoming and following years' earnings 
announcement dates. 10 Figure 1 illustrates the 
tirneline of analyst forecasts. The earliest analyst 
forecasts for a specific fiscal year-end EPS are made 
24 months before tl1e forecast fiscal year-end (in 
forecast month -23). For each EPS, analysts can 
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Figure 1. Timeline of Analyst Forecasts 

Year in Which Actual EPS Is 
Calculated 

Stock Price (P1 _ 1) 

t 
Month -23 Month-11 Month 0 Monlh + 1 

1--------t--------4··················1 
Fiscal Year~ End (t- 2) Fiscal Year-End (t- 1) Fiscal Year-End (t) 

0' 
Forecast Period 

End Date 

Earnings 
Announcement 
Date{EAD) 

Enmings Forecasts Can Be Made at 
Any Dny before EAD 

make multiple forecasts over the course of the next 
24 months. Some analysts may continue to make 
forecasts after the forecast fiscal year ends because 
companies announce their annual earnings after a 
delay of several months. Because the length of the 
EPS announcement delay could be affected by how 
high or low the realized EPS is relative to the con­
sensus, we retained only those forecasts made no 
more than one month after the forecast fiscal year­
end (in forecast month+ 1), which left us with a total 
of 2,297,792 forecasts. 

For each forecast, 1/B/E/S provides actual 
earnings, forecast date, forecast period (fiscal 
year) end, earnings announcement date, analyst 
code identity, broker code identity, and number of 
analysts used for consensus calculation.11 We 
used the 1/B/E/S Broker Translation file to con­
vert broker codes into brokers' nan1es, which we 
used to identify analysts who worked for the Big-
12 banks. Stock prices are from the l/B/E/S Sum­
mary file. 12 We downloaded real GDP growth 
rates from the website of the U.S. Bureau of Eco­
nomic Analysis. We downloaded SIC codes from 
the CRSP monthly file. 

We defined analyst forecast bias, the focus of 
our analysis, as the average analyst forecast error 
and calculated it as follows: 

Biasj,l,m ~IDO(FJ,I,m-AJ,l )!PJ,I-1• (1) 

I I 
F ~--IF · (2) J,I,m I J,I,m,t• 

},1,111 i=l 

and 

I K 
F .~--IF ' j,l,lll,l /{ j,l,lll,l,ti. 

},1,1//,i k=l 
(3) 

where 

AJ.I = the actual earnings per share for com­
pany j in fiscal year t 

July/August 2010 

FJ,t,m,i ::::: the average of annual earnings fore­
casts for fiscal year-end t of company 
j, made in month 111 by analyst i 

JS, 1,m,i = the number of forecasts made in 
month 111 by the same analyst i for the 
same company j and fiscal year t 

~·'·"' ~ the number of analysts making fore-
casts in month 111 for company j and 
fiscal year t 

P1_,_ 1 ~ the stock price of company j one year 
before the fiscal year-end 113 

Note that all EPS forecasts made for the same 
company and the same fiscal year are normalized 
by the same stock price. Using the same stock price 
as the denominator guarantees that any changes in 
forecast bias across forecast months (m) are the 
result of changes in analyst forecasts, not of changes 
in the stock price. In our calculations according to 
Equations 1-3, we used only new forecasts made in 
month m. Stale forecasts from earlier months (m- 1, 
etc.) were not carried over into month 111. In other 
words, each forecast participated in the calculation 
of the forecast bias only once, in the month in which 
the forecast was made. In our sample, an average 
analyst made 4.5 forecasts for each annual EPS. 
Because for each annual EPS we tracked 25-month 
forecasts (from month -23 to month +1), the impli­
cation is that an average analyst in our sample made 
a forecast for each covered company about once 
every six months. 

To minimize the influence of outliers and mis­
reported data in our analysis, we replaced with 
missing values any extreme observations of fore­
cast bias, company size, market-to-book ratio, the 
number of stocks, and the number of industry ana­
lysts following. 14 We dropped from the sample all 
forecasts made in October 2000 and December 2002 
(1.5 percent of our sample) and observations with 
missing values of any relevant variable. We were 
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left with 1,586,000 individual analyst forecasts, 
which we used to calculate 434,268 average forecast 
errors. For each fiscal year and for each of our 7,315 
sample companies, our sample contained up to 25 
monthly observations of forecast bias (BiasJ,r,m)· 

Table 1 reports the summary statistics for the 
overall sample of 434,268 observations and for 
each of the three subperiods. The period before 
Reg FD represents 53 percent of our sample obser­
vations, with the period between Reg FD and the 
Global Settlement and the period after the Global 
Settlement representing 18 percent and 29 percent 
of the sample observations, respectively. The 
mean forecast bias across all sample observations 
is 1.39 percent of stock price. This result is consis­
tent with prior evidence that analysts' forecasts 
are optimistically biased (Brown 1997; Chopra 
1998). No significant difference exists between the 
mean forecast bias before Reg FD (1.72) and the 
mean forecast bias between Reg FD and the Global 
Settlement (1.97). The mean forecast bias is more 
than four times smaller after the Global Settlement 
(0.41), with the difference statistically significant 
at the 1 percent level. 

The average market capitalization of compa­
nies in our sample was $4.5 billion, and the average 

Table 1. Summary Statistics 

Number of 
Description Variable Observations Mean 

Forecast bias Bias 434,268 1.39 

Reg FD indicatur RegFD 434,268 0.18 

Global Settlement 
indicator Glob 434,268 0.29 

Compmry c/rnmctcristics 

Analyst coverage NumA 434,268 8.41 

Market cap 
($millions) CompanySize 434,268 4,470.00 

MarkeHo-book rntio MB 434,268 3.57 

Negative EPS EPSLoss 434,268 0.17 

Declining EPS EPSDeclinc 434,268 0.36 

Litigation Litigation 434,268 0.27 

Labor intensive Labor 434,268 0.61 

Analyst c/wmctel'istics 
Company-specific 

experience YearStk 434,268 2.50 

General experience YearlBES 434,268 6.24 

No. of stocks covered NumStk 434,268 16.30 

No. of industries 
covered Numlnd 434,268 4.78 

Broker size BrokerSize 434,268 65.70 
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market-to-book ratio was 3.57. On average, 8.41 
analysts covered a con1pany in any particular 
month. The analysts in our sample worked for bro­
kers that, on average, each employed 65.7 analysts. 
A typical analyst followed 16.30 stocks from 4.78 
industries and, at the time of the forecast, had been 
in the 1/B/E/S database for 6.24 years and making 
forecasts for the covered stock for 2.5 years. Around 
17 percent of forecasts were made for companies 
with negative earnings, and 36 percent of forecasts 
were made for companies whose earnings were 
declining relative to earnings in the prior fiscal year. 

Test Results 
In this section, we present the results of the univar­
iate tests and of the regression analysis of tl1e effects 
of Reg FD and the Global Settlement on bias in 
analyst forecasts. 

Univariate Results by Forecast Month. 
Table 2 presents the median forecasts by the month 
in which fue forecasts were made and by the fiscal 
year for which tl1ey were made. The numbers in tl1e 
leftmost column represent fue month (relative to 
the fiscal year-end) of the forecast. The numbers in 
the top row represent the fiscal years for which the 

Number of Observations Mean 

Between Behveen 
Before RegFD After Before RegFO After 
RegFD andGS GS Reg FD andGS GS 

231,096 77,305 125,867 1.72 1.97 0.41 

231,096 77,305 125,867 0.00 1.00 0.00 

231,096 77,305 125,867 0.00 0.00 1.00 

231,096 77,305 125,867 8.21 8.23 8.88 

231,096 77,305 125,867 3,480.00 5,250.00 5,800.00 

231,096 77,305 125,867 3.78 3.47 3.23 

231,096 77,305 125,867 0.16 0.26 0.14 

231,096 77,305 125,867 0.37 0.45 0.27 

231,096 77,305 125,867 0.25 0.30 0.27 

231,096 77,305 125,867 0.60 0.63 0.63 

231,096 77,305 125,867 2.55 2.43 2.46 

231,096 77,305 125,867 6.45 6.19 5.87 

231,096 77,305 125,867 18.18 14.31 14.06 

231,096 77,305 125,867 5.46 4.15 3.93 

231,096 77,305 12.1i,867 54.98 89.03 71.06 

Note: This table presents the summary statistics for the overall sample and for the three subperiods. 
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Table 2. Forecast Bias by Fiscal Year and Forecast Month 

Forecast Period End Year 

Month 96 97 98 99 00 01 02 03 04 05 06 

-23 0.1 0.4 1.4 1.6 -0.3 1.9 2.3 1.2 -{).2 -0.3 -0.3 

-22 0.3 0.5 0.9 1.3 0.5 2.2 2.7 1.3 0.0 -0.1 0.0 

-21 0.3 0.5 1.1 1.6 0.5 2.1 2.6 1.3 0.0 0.0 0.2 
-20 0.4 0.5 1.1 1.3 0.6 2.2 2.2 1.4 -0.1 0.0 0.0 

-19 0.5 0.7 1.1 1.6 0.5 2.1 2.1 1.3 -0.1 0.0 0.1 

-18 0.5 0.4 1.2 1.4 0.6 2.1 1.8 1.1 -{).2 0.0 0.1 

-17 OA 0.4 1.2 1.1 0.5 2.1 1.4 1.0 -0.2 0.0 0.1 

-16 0.4 0.5 1.3 1.3 0.6 2.0 1.5 1.1 -0.1 0.0 0.2 

-15 0.4 0.4 1.1 0.8 0.4 1.7 0.9 0.8 -0.3 0.0 0.2 

-14 0.4 0.3 0.9 0.6 0.4 FD 0.6 0.4 -0.2 0.0 0.1 

-13 0.4 0.3 1.0 0.6 0.4 1.5 0.5 0.3 -0.2 0.1 0.2 

-12 0.3 0.2 0.8 0.4 0.3 1.6 0.4 GS -0.2 -0.1 0.1 

-11 0.3 0.3 0.8 0.3 0.1 1.3 0.3 0.1 -0.1 0.0 0.1 

-10 0.2 0.2 0.5 0.1 0.2 1.1 0.2 0.0 -0.1 -0.1 -0.1 

-9 0.2 0.2 0.6 0.1 0.1 1.1 0.2 0.0 -0.1 0.0 -0.1 

-8 0.1 0.1 0.5 0.1 0.1 0.7 0.2 -0.1 -0.1 -0.1 -0.1 

-7 0.1 0.0 0.5 0.1 0.1 0.6 0.2 -0.1 0.0 0.0 0.0 

-6 0.1 0.1 0.4 0.0 0.1 0.5 0.2 -0.1 -0.1 -0.1 0.0 

-5 0.0 0.0 0.2 0.0 0.0 0.2 0.1 -0.1 0.0 -0.1 0.0 

-4 0.0 0.0 0.1 0.0 0.0 0.2 0.1 -0.1 0.0 0.0 0.0 

-3 0.0 0.0 0.1 0.0 0.0 0.1 0.0 -0.1 -0.1 0.0 0.0 

-2 0.0 0.0 0.0 0.0 FD 0.0 0.0 -0.1 -0.1 0.0 0.0 

-1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 0.0 0.0 -0.1 

0 0.0 0.0 0.0 -0.1 0.0 0.0 

I 
GS -0.1 0.0 0.0 -0.1 

1 0.0 -0.1 0.0 -0.1 -0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.3 

Median bias 0.2 0.2 0.8 0.3 0.1 1.2 0.4 0.0 -0.1 0.0 0.0 

Mean bias 1.2 1.1 1.8 2.2 1.4 3.0 2.1 1.6 0.1 0.5 0.3 

Menn forecast 6.2 5.3 4.6 5.1 5.3 3.7 3.0 4.0 4.4 4.2 5.0 

Mean actual earnings 5.0 4.1 2.8 2.9 3.9 0.7 0.9 2.4 4.2 3.7 4.7 

Mean stock return {%) 0.2 0.2 0.0 0.2 0.0 0.0 -{).2 0.6 0.2 0.1 0.2 

GOP {'Yo) 3.7 4.5 4.2 4.5 3.7 0.8 1.6 2.5 3.9 3.2 3.3 

Notes: Foremst l!ias is the difference between the mean of all forecasts made in a particular month for il particular company and a 
particular fiscill year and the realized EPS, scaled by the stock price and multiplied by 100. Forecast period end year is the fiscal year for 
which the forccnst was made. Month is the month of the forecast relative to the fiscal year-end. FD is the month in \Vhich Reg FD 
became effective (October 2000). GS is the month in which the Global Settlement WilS announced (December 2002). Stock returns were 
calculated from our samples. 

forecasts were made. For example, forecasts made 
in September 2000 for the fiscal year ended Decem­
ber 2000 (i.e., three months before the fiscal year­
end) are in row -3 and column 00. The two solid 
lines separate the forecasts made before and after 
Reg FD and the forecasts made before and after the 
Global Settlement. The six bottom rows present 
forecast bias for each fiscal year averaged across all 
forecast months, along with the realized earnings 
per share, average forecasts, annual stock returns, 
and real GDP growth rates.15 To align fiscal year­
end dates with annual variables, such as real GDP 
growth rates, we used only forecasts for companies 
with December fiscal year-ends. 

July/August 2010 

For each year before the Global Settlement, 
the median forecast errors are significantly posi­
tive. Furthermore, for each year before the Global 
Settlement, we observe the walk-down trend with 
forecast bias steadily declining as forecasts are 
made closer to the fiscal year-end. After the Global 
Settlement, we observe a significant drop in the 
forecast bias. The results show a total absence of 
bias in the median forecast errors for 2004-2006 
(-0.1 percent, 0.0 percent, and 0.0 percent, respec­
tively). The walk-down trend in median forecast 
errors is also practically nonexistent for fiscal 
years 2004-2006. 
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These results suggest that analysts' conflicts of 
interest indeed led to excess optimism in earnings 
forecasts before the Global Settlement and that the 
Global Settlement has been effective in neutralizing 
analysts' conflicts of interest. Alternative interpre­
tations of the forecast bias, such as self-selection, 
cognitive bias, and need for insider information, 
cannot explain these findings because the Global 
Settlement should have no effect on these factors. 

Unusually high stock valuations and/or real­
ized ean1ings, rather than less optimistic forecasts, 
could be responsible for the decline in the average 
forecast errors after the Global Settlement. A quick 
look at the actual and forecasted EPS, stock returns, 
and real GOP growth rates before and after the 
Global Settlement, however, does not seem to sup­
port this idea. Neither aggregate economic perfor­
mance nor stock valuations seem to be out of the 
ordinary in the post-settlement years. The actual 
earnings, stock returns, and GDP growth rates 
seem to be unusually low in the period between 
Reg FD and the Global Settlement. We controlled 
for the effects of these and other potentially rele­
vant factors by examining the effects of Reg FD and 
the Global Settlement in a regression framework. 

Regression Analysis. To examine how Reg 
FD and the Global Settlement affect bias in analyst 
forecasts while controlling for the confounding 
effects of con1pany and analyst characteristics, as 
well as economic conditions, we estimated the fol­
lowing regression model: 

+auNumStl'i.I,IH +~NumlmiJ.t,m 

+a10 BrokerSi=eJ,t.m +a11 EPSLos.y,, (4) 

+ a 12 EPSDecline;,t + a 13 Litigation; 

+ a1-t Lahv'j,,,m-l + u 15 Actua!GDT; 

+ Jx16UnexpectedGDP,,, + pMoflfh111 + yYemi 

+OJ L,ocompanyi +EJ.t, 1". 

In Equation 4, Biasj,t,m is the mean forecast 
error for all forecasts for company j made in month 
111 relative to the end of fiscal year t, calculated 
according to Equations 1-3. RegFD,, equals 1 for 
forecasts made between 23 Octobe~ 2000 and 20 
December 2002. Glob,., equals 1 for forecasts 
made after 20 December 2002. A negative sign for 
the coefficient of RegFD1, 111 or Glob1•111 would indi-
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cate a decline in the bias following, respectively, 
Reg FD and the Global Settlement. 

Lim (2001) argued that the forecast bias is 
higher when a company's information environ­
ment is less transparent-for example, when the 
company is small and has less analyst coverage. 
Beckers, Steliaros, and Thomson (2004) showed that 
the number of analysts following a stock affects the 
accuracy of the consensus earnings forecast. Hence, 
we used analyst coverage and company size as 
proxies for the degree of information transparency. 
Analyst coverage, NwnAJ,t,n" is defined as the num­
ber of outstanding forecasts used in I/B/E/S's 
monthly consensus calculation. Analyst coverage 
represents the number of analysts following com­
pany j in month 111 for fiscal year t. CompanySizeJ,t,m-1 
is defined as the natural log of the company's mar­
ket capitalization at the end of the previous month. 

Analysts tend to forecast more accurately 
when they have more experience and resources 
(Clement 1999; Lim 2001). We measured company­
specific experience as the number of years analyst 
i has been following company j (YearStl'i.r.ml· We 
measured general experience as the number of 
years since analyst i first appeared in the I/B/E/S 
database (Year/BES;·, 1, 111 ). BrokerSizeJ,t,m is the num­
ber of analysts who work for the same employer 
during the same forecast year as the analyst who 
makes the forecast. Analysts who work for larger 
firms tend to have more resources at their disposal. 

Clement (1999) found that analysts' forecasts 
are less accurate the more stocks and the more 
industries they follow. NumStl~-,t,m is the number of 
stocks for which analyst i supplies at least one 
forecast within the calendar year. NwnlndJ,t,m is the 
number of two-digit SIC industries for which 
analyst i supplies at least one forecast within the 
calendar year. 

Previous studies have found that forecasting 
is more difficult when companies report a loss or 
a decline in earnings (Brown 2001). The EPSLoss1,, 
indicator equals 1 when the corresponding 
actual earnings of company j are negative. The 
EPSDecline1,r indicator equals 1 when actual earn­
ings in fiscal year tare lower than actual earnings 
in the previous year. 

Matsumoto (2002) argued that companies in 
industries with a higher risk of shareholder law­
suits and/ or greater reliance on implicit claims 
with stakeholders are more likely to avoid missing 
analyst forecasts. The Litigation1 indicator equals 1 
for companies in high-litigation-risk industries: 
SIC codes 2833-2836 (biotechnology), 3570-3577 
and 7370-7374 (computers), 3600-3674 (electron­
ics), and 5200-5961 (retailing). 
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Matsumoto (2002) also argued that labor­
intensive companies try to avoid missing analyst 
forecasts because their stakeholders are concerned 
about company credit risk. Labor intensity, 
Labor.f,t,m-l' is defined as 1 minus the ratio of gross 
plant, property, and equipment (PPE) to total gross 
assets, where gross PPE is the quarterly Com pus tat 
item 118 and total gross assets is item 44 plus item 
41. Labm;,r,m-1 is measured at the end of the last 
quarter preceding forecast month m. 

Richardson, Teoh, and Wysocki (2004) found 
lower forecast bias for companies with high growth 
opportunities. We used the market-to-book ratio 
(MBJ,t,m-J) at the end of the last quarter preceding 
the forecast month as a proxy for growth opportu­
nities. The ratio is calculated as the market value of 
equity divided by the book value of common equity 
(Compustat quarterly data item 14 multiplied by 
item 61 and divided by item 59). 

We used both the real GOP growth rate and the 
unexpected change in the real GOP growth rate to 
capture analysts' inability to forecast earnings accu­
rately if the state of the economy changes substan­
tially. Actua/GDP1 is the actual real GOP growth rate 
in fiscal year t. UnexpectedGDPn11 is defined as the 
difference between the expected real GOP growth 
rate and the actual real GOP growth rate in fiscal 
year t. For earnings forecasts made more than nine 
months before the fiscal year-end date, the expected 
real GOP growth rate in fiscal year t is defined as 
the real GOP growth rate in the quarter for which 
analysts made earnings forecasts. For forecasts 
made in Q2 (seven to nine months before the fiscal 
year-end date), we calculated the expected real 
GOP growth rate as (Growth in Q1 + 3 x Growth in 
Q2) /4. For forecasts made in Q3 (four to six months 
before the fiscal year-end date), we calculated the 
expected real GOP growth rate as (Growth in Q1 + 
Growth in Q2 + 2 x Growth in Q3)/4. For forecasts 
made within the three months before the fiscal year­
end date, UnexpectedGDP1, 111 is set to zero. 

Prior research and our results in Table 2 show 
that forecasts made earlier in the fiscal year are less 
accurate (Richardson, Teoh, and Wysocki 2004). To 
control for forecast horizon, we used Monthm, 
defined as the number of months until the fiscal 
year-end date. For example, for an analyst forecast 
made in October 1999 for the fiscal year ended 
December 1999, Montl1 111 equals 2. Richardson, Teoh, 
and Wysocki (2004) found that forecast bias has 
been declining gradually since the early 1990s. To 
address the concern that our results may be driven 
by this trend, we included a calendar year variable, 
Yeart, in the regression model (Equation 4). To 
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control for unobserved company effects, we esti­
mated the regressions with fixed company effects 
(OCompnnyj), 

The first set of estimation results in Table 3 is 
for the regression model (Equation 4). The results 
imply that forecast bias declined by 0.24 percent of 
the stock price after the introduction of Reg FO. 
This finding confirms our earlier conjecture that the 
increase in forecast bias following Reg FD 
(observed in our univariate results) was driven by 
unexpectedly poor macroeconomic conditions. The 
decline in forecast bias following Reg FO is consis­
tent with Lim's prediction (2001) that analysts 
become less optimistic when they rely Jess on 
insider information. 

After the Global Settlement, tl1e forecast bias is 
lower by 0.96 percent of the stock price compared 
with the forecast bias before Reg FD. This result is 
consistent with our univariate findings and implies 
that the Global Settlement and related regulations 
successfully neutralized analysts' conflicts of inter­
est. The positive coefficient on Month suggests the 
presence of the walk-down trend, Forecast bias is 
high for earlier forecasts and becomes lower over 
time. On average, forecast bias increases by 0.14 
percent of the stock price per month with the length 
of the forecast horizon. 

Because the Global Settlement is an enforce­
ment agreement between U.S. regulators and the 
Big-12 banks, we next examined whether the 
impact of the Global Settlement is limited to the 
Big-12 banks or whether there are spillover effects 
on other analysts.16 In a recent study, Barber, 
Lehavy, McNichols, and Trueman (2006) reported 
that the proportion of buy recommendations 
declined significantly among all analysts after the 
implementation ofNASO Rule 271 L They also doc­
umented that the decline was stronger for the sanc­
tioned banks. Whether the Global Settlement has 
had a differential impact on analyst forecast bias, 
however, remains an open question. 

To identify tl1e differential impacts of Reg FO 
and the Global Settlement on Big-12 analysts, we 
compared the bias in the forecasts of Big-12 analysts 
with the bias in the forecasts of other analysts. In a 
univariate comparison, we found that, on average, 
the forecasts of analysts working for the Big-12 
banks are statistically significantly less biased than 
the forecasts of their counterparts in each of the three 
periods. The differences, however, are economically 
trivial. For example, the difference betw"een the 
mean forecast bias of Big-12 analysts and tl1at of 
other analysts is -D.04 percent of the share price in 
tl1e pre-Reg FD period, -D.09 percent after Reg FO, 
and -0.05 percent after the Global Settlement. 
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Table 3. The Impact of Reg FD and the Global Settlement on Forecast Bias 

RegFD 
Glob 

CompnnySize 

NumA 

MB 

YeurStk 

YeariBES 

NumStk 

Numlnd 

BrokerSizc 

EPSLoss 

EPSDecline 

Litigation 

Labor 

Actual GOP 

Unexpected GOP 

Big12 

Big12 x RegFD 

Big12 x Glob 

Month 

Year 

Adjusted R2 

No. of observntions 

No. of companies 

(1) (2) 

Coefficient 

-0.24** 

-0.96 .. * 

0.65** 

0.02** 

-0.03** 

0.01 

0.00 

0.00* 

-0.01 

0.00 

5.40** 

2.40** 

-0.03 

0.52 

-0.04* 

-0.03** 

0.14** 

0.03 .. 

0.46 

434,268 

7,315 

t-Statistic 

-3.29 

-10.68 

16.89 

3.39 

-5.97 

!.58 

!.54 

-2.38 

-J.J8 

-1.64 

43.20 

62.82 

-0.24 

2.12 

-2.05 

-6.26 

51.70 

2.16 

Coefficient 

-0.16* 

-0.86** 

0.67** 

0.01 ** 

-0.03** 

0.01 ** 

0.00 

0.00* 

-0.01 

0.00 

5.23** 

2.38** 

-0.08 

0.47 

-0.03 

-0.04** 

-0.06** 

-0.07* 

0.03 

0.13** 

0.02 

0.45 

434,268 

7,315 

t-Statistic 

-2.05 

-9.51 

17.52 

2.68 

-5.59 

2.59 

0.78 

-2.05 

-1.40 

-0.41 

40.53 

60.63 

-0.66 

1.89 

-1.23 

-6.61 

-3.05 

-2.04 

1.34 

47.76 

!.09 

Notes: TI1is table presents the coefficients obtained from Equation 4.1lle dependent variable is earnings 
forecnst bias, defined as the difference behveen the mean of all forecasts made in a particular month 
for a particular company and n particular fiscal year and the realized EPS, scaled by the stock price 
and multiplied by 100. The RegFD indicator equals 1 for forecasts made behveen 23 October 2000 and 
20 December 2002. TI1e Glob indicator equals 1 for forecasts made after 20 December 2002. Analyst 
coverage, NumA, is the number of outstanding forecasts used by 1/B/E/5 to calculate monthly 
consensus. CompanySize is the natur<J!log of a company's market capitalization. Market-to-book ratio, 
MB, is the market value of equity divided by the book value of common equity. Company-specific 
experience, YearStk, is the number of years since the analyst made her first forecast for a particular 
stock. General experience, YeariBES, is the number of years since the first d<~y the analyst <~ppeared in 
1/B/E/S. NumStk and Numind are the number of stocks and the number of industries covered by the 
analyst, respectively. The EPSLoss indicator equnls 1 \Vhen the corresponding <Jctual earnings of 
comp<~ny j ilre negative. The EPSDecline indicator equals 1 when the realized earnings in fiscal year t 
are lower than the realized earnings in the previous year. BrokerSize is the number of analysts working 
for the employer of U1e analyst who makes the forecast. The litigation risk indicator, Litigation, equals 
1 for companies in high-litigution-risk industries. Labor intensity, Labor, is (1-Gross PPE/Total gross 
assets). The regressions are estimated with fixed compnnyeffects. TI1e reported f-stalistics reflect robust 
standard errors adjusted for heteroscedastidty and clustering by company. 

*Significant at the 5 percent level. 
usignificant at the 1 percent level. 
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To see whether the differential impacts of Reg 
FD and the Global Settlement on Big-12 and 
other analysts change when we control for 
company and analyst characteristics, as well as 
economic conditions, we re-estimated the re­
gression model (Equation 4) with the Big-12 indi­
cator and its interactions with the Reg FD and 
Global Settlement indicators included as addi-

tiona I independent variables.17 The second set of 
results in Table 3 is for this regression. Consistent 
with our univariate results, the Big-12 indicator 
and its interaction with Reg FD are significant in 
statistical but not in economic terms. More impor­
tantly, the interaction of the Big-12 indicator with 
the Glob indicator is insignificant, both statisti­
cally and economically. 
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These results imply that both Big-12 and other 
analyst forecasts were biased before Reg FD, 
which is consistent with Lin and McNichols (1998), 
who found no difference between the earnings 
forecasts of analysts affiliated with banks involved 
in underwriting deals with the covered companies 
and the forecasts of unaffiliated analysts. These 
results also imply that the impact of the Global 
Settlement and related regulations is the same 
among Big-12 and other analysts. This finding may 
reflect the fear of non-Big-12 firms that they may 
becon1e targets of similar investigations. In addi­
tion, because Big-12 banks no longer reward opti­
mism, the incentive for lower-tier analysts to make 
optimistic forecasts as a means of moving up to the 
bigger banks has also been reduced. Finally, the 
rules and regulations introduced by the SEC, 
NYSE, and NASD around the time of the Global 
Settlement covered all analysts. 

We checked the robustness of our main 
conclusion-that forecast bias declined after both 
Reg FD and the Global Settlement-in a number of 
ways. First, we used an alternative definition of the 
forecast bias by nom1alizing it by the book value of 
equity per share18 Second, we changed the cutoff 
dates for each period by using the effective date of 
Rule 2711 instead of the announcement date of the 
Global Settlement. Third, to ensure that our 
conclusions were unaffected by changes in the 
san1ple composition across the three subperiods, 
we required at least one forecast by the same ana­
lyst for tl1e same company in all three periods. 
Fourth, we dropped observations with stock prices 
under $5 to avoid any potential biases induced 
when the scaling factor is a small number. Fifth, we 
extended our sample period to include an earlier 
period (January 1984-December 1995). In all these 
cases, the results (not reported here) remain quali­
tatively the same as those reported in Table 3, 
confirming that forecast bias declined after Reg FD 
and especially after the Global Settlement. 

We also examined the breadth of these effects 
by estimating forecast bias regressions (Equation4) 
separately for 12 business sectors and for subsam­
ples formed on the basis of annual quintile sorts by 

Notes 
1. Several rules and regulations were enacted around the 

Global Research Analyst Settlement-for example, NASD 
Rule 2711, NYSE Rule 472, and Regulation Analyst Certifi­
cation. Because they were introduced over a relatively short 
period, determining the separate impact of each one of these 
regulatory ildions is impossible. Nevertheless, all these 
rules and regulations share the same goal of reducing 
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company size and analyst coverage.l9 The results 
(not reported here) show that the effects of the 
Global Settlement are negative for 11 of 12 sectors 
and are statistically significant for 9 sectors. The 
effects of Reg FD are negative for 8 of 12 sectors, but 
significantly so for only 6 sectors. Our results also 
show that tl1e effect of Reg FD is concentrated 
among smaller companies and companies with low 
analyst coverage, whereas the effect of the Global 
Settlement is more widespread, with no clear cross­
sectional pattern. 

Conclusion 
Analysts' conflicts of interest were evident before 
the Global Research Analyst Settlement and were 
not limited to the 12 banks covered by it. Reg FD 
made analysts less dependent on insider informa­
tion and thus diminished analysts' motives to 
favor company managers by inflating their earn­
ings forecasts. The impact of Reg FD is more sig­
nificant for companies with a less transparent 
information environment in which insider infor­
mation has the most value. 

Introduced in 2002, the Global Settlement and 
related regulations had an even bigger impact than 
Reg FD on analyst behavior. After the Global Set­
tlement, the mean forecast bias declined signifi­
cantly, whereas the median forecast bias essentially 
disappeared. Although disentangling the impact of 
the Global Settlement from tl1at of related rules and 
regulations aimed at mitigating analysts' conflicts 
of interest is impossible, forecast bias clearly 
declined around the time the Global Settlement 
was announced. These results suggest that the 
recent efforts of regulators have helped neutralize 
analysts' conflicts of interest. 

We thank Donal Byard, Terrence Martell, and semi11ar 
participants at Bamch College for helpful comments. 
Annen Hovakimian gratefully aclmowledges the finan­
cial support of the PSC-CUNY Research Foundation of 
the City University of New York. 

This article qualifies for 1 CE credit, inclusive of 7 SER credit. 

analysts' conflicts of interest. Therefore, we use the term 
Global SeU\emcnl' to represent all the rules and regulations 
enacted around the Global Research Analyst Settlement to 
address analysts' conflicts of interest. 

2. Scherbina (200<!) found a negative relationship behveen the 
estimated bias that arises from self-selection in coverage and 
subsequent stock returns. Her results suggest that retail 
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investors fnillo adjust for the bias. Malmendier and Shanthi­
kumm (2007) found that retail investors react to stock rec­
ommcndutions literally. Instihttional investors buy stocks 
that have "strong buy" ratings und sell stocks that have 
"buy" ratings, whcreus retuil investors buy in both cases. 
Kwag and Shrieves (2006) found that persistence in forecast 
errors can lead to potentially profitable trading strategies. 

3. Overall, these shtdies found either no change (Bailey, Li, 
Mao, and Zhong 2003) or u decrease in forecast uccuracy 
{Agrawal, Chadha, and Chen 2006; Mohanram and Sunder 
2006) and forecast dispersion (Agrawal, Chadha, and Chen 
2006) following Reg FD. 

4. Kadan, Mudureira, Wang, und Zach {2009) documented 
that stock recommendations have become less optimistic 
since the Global Settlement. Furthermore, they found that 
the likelihood of an optimistic recommendation is no longer 
assoduted with analyst uffiliation. Ferreira and Smith {2006) 
found that investors have not changed the wuy they 
respond to analysts' changes inrecommendationssince Reg 
FD. Examining bid-askspreudsand truding activity follow­
ing Reg FD, Lee, Rosenthal, and Gleason (2004) found no 
significant increuse in volatility or in the adverse-selection 
component of bid-ask spreads. 

5. Reg AC took effect on 14 April 2003. See tl1e joint report 
by the NASD and NYSE (2005) for the effectiveness of the 
new rules. 

6. The 10 investment banks are Bear Stearns, Citigroup, Credit 
Suisse First Boston, Goldman Sachs, J.P. Morgan, Lehman 
Brothers, Morgan Stunley, Merrill Lynch, UBS, and U.S. 
Bancnrp Piper Jaffray. In 2008, Bear Stearns and Merrill 
Lynch were taken over because of their deteriorating finan­
ciul positions, \vhereas Lelunan Brothers ended up in bank­
ruptcy. Because our sample period ends in 2006, these 
events did not affect our results. 

7. These t\vo investment banks nrc Deutsche Bank und 
Thomas Weisel Partners. 

8. Because prior studies (e.g., Lin and McNichols 1998) found 
no cross-sectionul differences in forecast bias between 
affiliated and unaffiliated analysts, one would not reason-
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ably expect cross-sectional differences in the impact of the 
Global Settlement on these hvo analyst types. 

9. Therefore, one would not reasonably expect cross-sectional 
differences in the impact of the Global Settlement on self­
selection bias. 

10. Forecasts for current-year EPS are the forecasts in I/8/E/S 
with code FPI 1. Forecasts for subsequent-year EPS are the 
forecasts in 1/B/E/S with code FPI 2. 

11. We excluded forecasts in the I/B/E/S Excluded Estimates 
file und forecasts for which achtal earnings figures were 
missing. 

12, The I/B/E/S Summary file contains monthly snapshots of 
consensus-level data and corresponding stock prices. The 
snapshots are as of the Thursday before the third Friday of 
every month. The reported stock prices in this file are the 
last available prices before the Thursday. I/B/E/S's earn­
ings-related data und stock prices are split adjusted. 

13. Using stock price to normalize forecast bias is common {see, 
e.g., Richardson, Teoh, and Wysocki 2004). Later in the 
article, we discuss the robustness of our findings to alterna­
tive scaling of analyst forecust errors. 

14. We defined extreme values as those in 1 percent of both 
tails of the distribution. Variables that took only positive 
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18. This step also ruled out the possibility that such events as 
the decimalization of stock prices in August 2000-April 
2001 affected our findings. 
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Witness: J. Stephen Gaske 

a. Please specify the journals or periodicals to which the paper 
provided as Exhibit No._(JSG-08) was submitted for possible 
publication. If it was published, please provide a copy of the 
published version. 

b. Please state whether this paper or arguments substantially similar to 
those in this paper were presented as evidence in one or more FERC 
proceedings. If so, please identify those proceedings by name and 
docket number, and provide copies of any FERC orders or decisions 
addressing these arguments. 

Response: 

a. Exhibit No._(JSG-08) was part of a longer paper, "The Nature of Estimation Biases 
in DCF Analyses of Equity Cost in Rate Regulation," that was presented at the 1988 
Annual Meeting of the Financial Management Association. Exhibit No._(JSG-08) 
was subsequently submitted to Public Utilities Fortnightly, however they declined to 
publish it because they indicated that it is too technical for their general readership. 

b. The analysis which ends on page 6 of the paper in Exhibit No._(JSG-08) was 
presented as Appendix C of Comments by New England Power Company (NEPCo) 
in FERC's generic rate of return Docket No. RM86-12-000. 

In generic rate of return orders prior to that proceeding the FERC had described the 
assumptions that the Commission considered to be most reasonable concerning the 
timing of dividend payments and growth in dividends. In Order No. 442-A the 
Commission showed the algebra that it believed would reflect the Commission's 
assumptions, and used this algebra to supposedly show that the current dividend 
yield in the DCF model should be multiplied by [1 + 0.50g] in order to reflect the 
Commission's assumptions. 

The NEPCo Appendix C comments in Docket No. RM86-12-000 demonstrated that 
there had been a mathematical error in the Commission's prior analysis and that 
when the Commission's original algebra was corrected, the Commission's 
assumptions indicated that the dividend yield should be multiplied by [1 + 0.75g]. 
That result is shown in Equation {6} on page 6 of Exhibit No. _(JSG-8). 

The Commission acknowledged this comment, but did not explicitly respond to 
the comment when it issued its decision in Docket No. RM86-12-000. Instead, it 
ignored its prior erroneous algebraic approach to deriving the dividend yield 
adjustment factor and attempted to use a numerical example instead of algebra to 
justify using a factor of [1 + 0.50]. However, the numerical example unveiled in the 
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text of Order No. 461 incorrectly truncated several numbers to reach an erroneous 
conclusion. When calculated correctly, the example in Order No. 461 indicates that 
the dividend yield adjustment factor should be [1 + 0.625]. 

Pages 6-8 of the paper in Exhibit No._(JSG-08) address the error in the new 
reasoning presented by the Commission in Order No. 461. To Dr. Gaske's 
knowledge, the arguments on pages 6-8 of the paper have never been introduced as 
evidence in an FERC proceeding. 

A copy of Order No. 461 is provided as Attachment A. 
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~: Federal Energy Regulatory Commission 

~~ Final Rule 

SUHMARV: The Federal energy Regulatory Commission {Commission) 

dete~lnes th~t the average cost of common equity for the 

jurisdictional operation of electric uttlitiee during the year 

ending June 30, 19B6, was 13.05 percent. 

The Commission also modifies the quarterly indexing procedure 

vhich establishes and updates the benchmark rates of return. 

The quarterlY updates will no longer be subject to a cap on the 

char9es from quarter to quarter. New benchmarks will be 

established for fillnqe made on or after February 1, l9B7, 

Theee benchmark rates of return will remain a~visory onlY• 

The benchmark rate~ of return established as a result nf this 

proceeding are intended to guide companies and intervenQrS in 

individual rate casas and to serve as a r:off!'rence polnt for the 
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J. JNTROOUC1'ION 

In accordancP. with ~ 37.4 nf it~ Re<1ulati11n.<:, t-to<J 

P~der.nl F:nP.r.ov Rnoul.at.orv Cnmmi1;r:ion (Cnmmis9!onl i!" rl~h~-r-

ndnin'1 in thir: ot'dPr: fl) the nveraqe cast of cnmmnn <'!OI.Jity 

fQr the iurisdictional operill:ions of ouh1ic util i..Ues l/ fnr 

thu vear ('!nrflna ,1une 30, 1 ~HHi fhnreafter ~-he "has"'. yl!at'" l: 

anrt (2} a ouartP.r.ly indnxinq n•ncP.rlure to updote thn cQr.t 

fH<Umat:o anrl e.stablls-h hPnchm_ark _ra_tes o~ return nn common 

~nui r:v for usc> In j nrl i virtual rat:P. case!'>. Til i _.:; i~ tho r hi rrl 

annual nrocP.e.-'Jinq. 3../ The ben_chmark rate of return f!!lt:ahlishP.d, 

In this nrnceedinD wa~ to have been accorded rehuttahl~ 

pr.~sumpti•m status, but, a5 discusr;erl.hel.ow, will rem<!in 

Rrlvlttorv nnlv. 

.!.1 

?:.I 

The· tl!rms "public utllltles~ anrl ."electric utilities" are 
used tntArchanacahly. 

The annual .Tlt"oceed1n!1~ W<'l.t:C fir-st P:!'itahl tsher1 hy Drdet." No. )89, 
Generic D<:!t:~~inatinn of nate of Return on C0!'11'1Cln .F:auity for. 
Rlcctrlc {ltillt\~s. 49 Fed. R~a. 29,9~6 {July 25, 19~4) 
{flncknt- No .• PMF!0-3~-onnJ tF'Inal rlulel (Tn<:uerl .lulv 1q, l'HH), 
The fir!it annual pr:-oceerllna resultP.d in Order Nn. 4211, · 
50 Perl. ReQ. 1l.,R02 (i'fav 29, t9fi~L tnocket- No. RH/14-15-00n) 
(Final Rule) ftssuP.ri Kay 20, 19R5\ and OrdP.r- -No • .!20-A, 
50 Pori. R~q. 34,0(H'i {AU'1U!il: -23, 191!5) (Docket No!':, R"'fl~-15-

001. et al.J (Orrler 0f'nYina ~P.headnql fi~~uP.d Aun: 20, t9e5\. 
Thr> ~t>Co'ii'Crpra;cef'!d,lnQ r.ct=ult:ed in OrdP.r Nn. <142,. 'll FPd. 
RRQ. 343 (.Tan. li, 198,;1 (Dock~!: No-. "l"'fiS-19-flfJO) {F'i.nal RulP.l 
(l~~uf!rl 0P.cember 26, IIHI'3) ant'! .Onier Nn., 44?.-A, 'j1 F';>rl, 
Qpf1, n,':i05 .(.lunf' 2n, lgfl6} (Dncl:el: Nn. ~11flS-l.9.-0IH, et at.}' 
fOrrler C.r<"nl:ina in t>ar.~ a~d n~nvinq ln Part RPnUP.~t~ fnr­
RPhr>arlnol .(t!;!'luPd .runP ll, 19flfi). 
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The Commission's intent is to prortucP. "10le accurat:P. and 

consiflt:ent ratP. of ro"ttur-n decisi.nns, to involve thP. Commi5sion 

on an onqolnq hasls in consirleratinn nf the Flnanci;,l 1lnd 

operation cir.cum!"t•1nci!S of the i_ndu!;tr.y, and, ultimat!!ly, to 

rct:'IUCC the rP.snurCP.fl nirectad tn this issue by a~plicants, 

int:ervenar."-, anrl !:he Commisnlon. y The CommiM>inn ha~- nro-

viouslv discussed the st:1lt:utorv reouiremP.nts applic~ble to 

o:>lectric utilitY rate fi.linas RUb~1ect to the Commission's 

iur.i'irllctlnn anrl its rF>a'sons for at.tf'mntlnq to develon a 

aennric or benchmark approach ·to the 111easurement of the cost 

of commnn ·~ault-.v for fnrHv:irlual electric utilities in rate 

case~;;. j_/ 

On 'July 21. 1986, the Commis!.don i.:!lsueri a Notice of Proposed 

RulemakinQ {Notice or NOPR} 'in Docket NO. FMRfi-12-000 2,1 prooosino 

tO rtP.tPrminP: "Ill the averaQe cost of common eouity for the 

turrsdlct-irinal oflnration~ of puhl!c ut:illties for. the baso voar 

anrt {2) ~ auartorly indexino·procerlurB to establish hP.nchmar~ 

rat~s of return on common equity for use in tnrlivldual rate 

caseF. 

_!/ Oidcr No.-·420, 50 f'"od. R~'l. at 21,803. 

y 

.l/ 

rct. 

Generic OeterminatiO·n of RatP n( RP.tu-i:"n on Common Eoultv 
for ll_uhlic. tJtilitiP.st 51 Fed. Reo •. 27,050 f.luly 29, l9B6l 
{Oocket Nn. RMBfi-'12-000) "!NoticP. of Prop1:mP.d Rulemaldncl 
(Issue~ ~uly 21, ~~~fi). 

I 

< •' 

/' ·-......, 
' ~ 
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ln the NOPR t:h~ r.ommissinn nronoseti to use the ~i'lmP 

Oincount:orl C1lsh Plow {OCfl apnroach to determininn and updatino 

the aenPric r-ar:e of r('!tU["n on f'IJui tv that it. had previously 

mioptP.d in Oi-r1er No. 420 and in Order No. <!142-A. !!_/ 1'he 

Commi:';S ion furthP.r f"lrOflO!'le-r! to adopt the flnrHno of' 0C"rhn· Nn. 

H2 that there ifi no aoflreciahle d{fferance in risk betw~cn 

the wholefiale anrl n~tatl <Jperations of f'lect:ric utilil:ie~. ]_/ 

Thr'! Comrni'>'>ion !lnunht comment: on a numhe[" ·of il'mues with rP.aard 

t-,; i:ho ["atemi!ldno ratfl of r:-etuo:n Ct,nc,mt. The Cnl'lrnission 

also proposed a corlificatlori o'= t.he prncedure for det.etmlnimr 

the qeneric cost nf ecruit.y and reci'Uc'O!cl filinq recru!rement.'> 

for rate filings that ma~e use of the aenerlc rate of r.Pturn 

on enu,ity. Finally, the Commis!';{on Proposed to make the 

oenerlc tate of ["eturn on P.ouitv apn1{cahle nn a bindinq 

hafiifi to rate filinqs by el~ctric utilities thar pQs~e~scd 

certain hand ratlnn charact.orlstil::s. The Commhadnn askerl 

For cnmment on thlr. proposal, partlcularly; on how the 

prnno~al would work in cnniunctinn with the hurdEn of nroof 

that the, f'l?deral Power Act pJaces upnn a utility fillnq a 

rate increa~e. !1 

!!/ 

11 
y 

Sl F'ed. ReQ. at 27,051-52, 

~1 P~d. R.P.tr. ~t 27,052. 

lfi u.s.c. !t fl24dlel fl9R2). 

,.> 
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.Tn reF;pon;m to the NOPlt, 29 persnnr:: Rubmltted cnmmentst 

3 requlato~y comm1~sin~ r.taffs, lq indlvtriual utllltie~ or 

qroups oF utflitien, an electric utility trade as~aciation, 5 

individual utilitv customers or qrouoG of utility customers 

or repre.<>entatlves of t:tllity customers, and l indlvidual-· 2/ 

Hast. c"omments favored primary reliance on the OCF' approach to 

estimate the cost -of cnmmon enuity and ~H"lVI"lral includeti 

comprehensive studies estimatinq the cost rturino the hase 

yAar. M.-,•1t commenters also f.avored thf! r:nmmis~iiJn's proposal 

to lncornorate an eqtirnate of the industry avP.raoe flotation 

·co~t in the henchmark rate of return. There was qeneral 

Runnort fnr thn use of a dividend yield-hasfl'd lnrJexinq JnechanlRm. 

Finally_, no commenter favored the proposal to make the benchmark 

ap~ltcable on a htndino ba~iR. Jn fact, mo~t commenters 

actively opposed it. 

In reRponsP to the comments and after consideration of 

tl1e isAues involved. t:he Commbui!on ha"" decldF!d to adopt the 

nrocedure u~cd in the Aecond annual nrocenOina. aR described 

in Order No. 442-A, f6~ deterndninn anrl uprlatino the ·benchmark 

y These comm<!ntPrs ace ret:erred -to hy acronvmfi in the 
text that fnUows, See>. J!.pi)flndix H for a lifit o( the 
act"nnvm~ anrl the parties that they !'l{QniFy. Tnitfal 
comment.s ace herP.lnafter refP.rrecl to as "TC" and reply 
CQmments as "RC." 

;o 

Oocket No. RMBfi-12-nOO - " 
rate of return. e-.:ce11t that thP uf"lrlate!i will no lnnljer h~ 

subject to a ~n basis point caP. 

As rletailert helow, the Commis~ion estimates tPat thl"l 

aver-aqe Cr)<Jt of common eouttv fol:" the iurisdlct:(-onal. operation 

of electttc utilftles durlna thl"l ba~q year Wa<J \3.05 perc~nt. 

This i~ haserl on a n'Hluirect ratf! nf return of t3.b2 f'Pt"CP--nt. 

and a flotatlnn co~t artiustment nf .OJ rercent., 

The benchmark rate of return will he unrtatfld on a quar~orlv 

hanis for us~ fn lndiv\~ual ratfl case~. rn .1anuarv 19fl7, 

the Commlflsion Will announcf! the first benchmark rate of 

return, based on ~he divldend ylelrts for the last two ouattPrs 

of 1986, 

A~ discussed more specificallY below, th~ henchmark 

rates of ~eturn wlll remain advinory onlv. ThP. benchma~k rates 

eo;tahlished i'IS a roRult of thin proceedinq are intenri1Hl to 

qulde comoanie~ and intervenor~ in indivirtual rate cas~s and to 

serve as a refP.rencP. f"!oint f.or the Commisrdon in its deli·beratlons, 

The r.ommission may take ofFicial notice of thP.m In inriivirlual 

rate procePdlnq;. and the Cnmmfsslnn wjll rlP.tP.rmine thP. wrdaht 

to accorrt t.he annll cable hencl-1m"ark ratf'!s haserl nn the record 

in CitCh case. Tn thiR req~rrt. the Commf~sion urqes participants 

in rate caRes to P.ValuntF.! thP. rP.aBnnahlenP.sn of t.hP. arml fcahlP. 

henchmack!'l in lir:tllt of anv r.ru~clat circumstance~ !)f the filin{T 

uti t ltv. _!!/ 

.!..QI The nri.rnarv ~xc,.nUon to ti"!P af"!flllcatlnn of. t:he henchmark 
ratP. nf r~tur.n tn a utllltv ducinq a rate case ts whP.n the 
ut:ilitv i!'1 !1[rJnlfic,1ntlv morfl nr )er.s risky than the 
avr>l"it'le utility. 
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TI. SUMMARY AND ANALYSTS OF COMMENTS 

A· Status .of the Rule 

1. Introrluction 

In Order No. 389, ll/ the Commis~ion adopterl a tran~i~ional 

provision, lA f:.F'.A, !'" 37.9, ~.o~hich made -the first two tmnual 

proceedings adviAory only. The Commission stated thAt ~urine 

this perio~ the henchmark r.ato.s of r.etuc-n "-arP. int.encled tc 

provide nuirlance to parties and ser.ve as a point nf Ocoartur~ 

for the CommisFion in settinq allowed rates of c-Pturn land tal 

provide a valid test of th~ potential conseauencos of movlno to 

a rebuttable prc~um~tion standard •• ,,n ~/ Order No. Jij9 e~tablished 

a prc!'IUmption that l"'t>ninninn with the thin1 annual proceeflina 

the allowed rate ot:' return ln. an' individual car.e woulrl he thP 

henchmark rate of return in cf.fect at ~he time a r.ate nchedul~ 

is filed. 

r.ommenters address three iflfiues rf!qardinq the -statu!'l oi 

the rule. F{r~t, commP-nter~ addr~ss whPther the Cnmml~s!on 

should make. the bPnchmar:-.1(. t'ilte presumptively the rate af retur.n 

in lndivi~ual r~tP caGe~. Second, commenters artdce~s the 

~.tandard the r.omminl'lon. shnuld adopt for rebut. tina thP nn~Rump-

tion 1 f I: he henchmark rat!'! t.~ ch<~naerl from an arivi!''lrV onlv to 

a presumntive r:at.?. Third, commenter!'l adrlr.:r:!.•;r; wheth\?c t.he 

rulem.:ildno s~oulrl hP. ,l:erminllterL Tht>!'H1 !_fi!':UP.<; are art11re!1R<:!d 

in t.urr1o 

lll 49 F'eri. Reo. at 2q,g~6. 

1'-/ Trl. illt. 29,C}S4. 

' 

--\ 
/ __ , 
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2. ~rlvfsorv Onlv or Presumptive Renchmark Rate 

a. Comment Summary 

All commqn~ers that ar1dr.o-os thi~; ouesl:lon rP-commend that 

the b~nchmark rate r~main artvt~or.y. !!I Some comm~nters ar.que 

thnt thP Cnmmis~lon has not had euff.ici~nt exnerience with 

which tn iudne the r.ule. l_!/ Comment.er.R note thai'_ the Commisl'lion 

madn suhstant;iaJ revision.R in the second pr-oceedlno. ln thlr~ 

reqard, one utility Rtatas that th~re are ~~lll unrP~n1ved 

issuP.s, ~-g.; t~e ratemakina rate of. return.~/ Another 

commenter Rtates tllal'_ the cost cal.cul<JtinnR of the c:ommenters 

~till vary siqnificant.!Y due to differ.encen in th~ methods for 

measurtno the components of the cost. 16/ 

One commenter questions the need for a rehuttable presumption 

sincn rate of l:'eturn is so ~eldom the aub1ect of 11t.iaatlon. ll/ 

AtiothP.r al.leaes that durino the a.dvh10rv neriod, the benchmark 

rates ol' r-etUr-n have not hee-n used in ·any sionificant way. As a 

r-e~ult thi~ comm~nt~r auP~tions the ~alue in Addinq another 

rat~ oF return analysts which would have to hP. a~dr-e~qpd in 

1ndlvtrlua.1 casP.s. lB/ 

13/ AEP IC at 4: NF.P IC ~t 22-24: CGE JC at R-q: R~C RC at 15: 
- RP at 1~. 

1.1/ Pf.PCO TC": at J 1 BF.c rc ~t 2. 

15/ em: rc at n. 

.!.§./ Ar.P rc at 4. 

!2/ AEP IC at -4. 

l!Y SCF.: ftC at ), 

Oocket No. RMR£-12-000 - ll -

b. Analysi~ and Findinas 

The- Commhndon agrees that it. ha~ not had enouah e'!rperience 

wJ~h the rutn tn iu~tify mnvlnq to the rehuttahln nre~umption 

standard at this time. Wllile tho Cornmi..:;slon made chana~R in 

It~> estimation procerlures ov~r th~ li~t year, they were not the 

cause fnt" the lack of experience with the- rule. Rather, the 

Comml.Rslon has v~t_ to dec!df! a cane .in which the henchmark was 

avalJablf\ ami l:'ate of rP.turn ifi an issue. With rfll>f'JilCt tn the 

difference!'i· amonn commenters .-elative ~.o the oroner mr.t.hnd for 

eatlmatlno the cos~. of common equity, the Cnmrnis!'1inn'-!1 finrllnos 

in th~ last two proc-P.P.ctinon have .-ectucnd thP. numher of'- i~f1W"!~ 

and narrowed these rlifferencfls siqnif\cantly, 

Howaver, quest::lnn.q r-emain r~aarctina lmnl~>ml!nt:atiqn of a 

rehut:t"ahle presumption rulew Therel'()t"P., the CnmmiF:!'dnn haR 

riecirled not to mnve beyonrJ 1-.he arlv1sorv only str~t:us For t.h~ 

bf!nchmal:'k in this proceedinq. 111 
3. nehuttahle Presumption Standard 

a. Introduction 

Thn r.nmmission pronosP.d a slantficant risk piffe,~nce 

~tanctvrrl. A utility woulrl recPive the henchmat"k rate if it. 

lq/ In thn Notlcr., the Cornmt~~ion ~ronnsed tn amend it~ 
- rnnulatlon~ tn T:"P.tiuc~ t-M~ Fillnn renuicPtM?nt.n in 

lnrlivir'lual r-atn caRr"!n. Since th~ hf'nchma.rl( rat;n~ of 
p;tu.-n will nnt- hP. lmplPmentPrl <1<1 rr>hut~.;ohlP rrPRUII"IJ"'tlons 
in inrlivitiu<~l rat.n c,,~,,R, hnwever, r.hanf"Jint1 the Fil.lna 
nmuli'"Prnenl:~ w.-,ult1 nn~ hP .:~~p.-n~.-l~te. ThuR thP r.qmmi!'Hlion 
io; nnl: ch,1nQina it~ fi llnq renuiremen~.J; in this p.-oceerlin!"l. 
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fell within the rnidranae for the aoareqate d,lc rnear~ures 

cstablishcrl in thi.s proceedinq. In narticular, th11 Cl?mmisl'iion 

pro~serl ~n usn bond rat.in9s as the aOQt'ftQate ri~k mnasure and 

souqht comment on alternative meaMures. 

b. Comment Summarv 

The consensus amnncr the cnmmenters ls that the rule shoulri 

allow tdoni.Ficant fleJ<ihility fl)r. challenqino t.he prm~umntion. 

~any commentcrs viewed the Co~iMsion's oronosal as settina un 

an "irrebuttahle• presumption. 20/ CommentPr!'l generally aroue 

that nn Minnle meaAure can adeauat.ely dlMtinguinh the relative 

dsk of all utilities. 3.!f One commenter arqucs that the 

Commisslon'R r:u:·onosed sfonlflcant. risk difF:erenc~" standard i!'l 

simil~r tn the ri!'l~ cateQorizatlon sc~eme that was prono~ed 

in Doc~P.t No. RMB0-36 and reiected in Orrler No, 389. 22/ 

MI)J;t commentP.t'S aroue that thP.r~ in not. enouoh hornnCleneity 

of ri~k In the indust~y to support the use of a rebuttable 

nrezum~tion standard. 111 They aroua that the rflcor~ supports a 

fin~lnn of ri!'lk hete~noenP.!ty not homoqeneity. Two ut{lttics 

~/ See ~.g., PEPCO IC at )J HF.C IC ~t 2. 

,lll 

22/ 

ll/ 

/ 

Sea ~.g., AEP lC at 3 AUS IC at filt EP.I fC at A-9. 

~ nGr. 1C at 2-3. 

See ~·~·t AUS IC at 63-66; EP.I IC nt Attachm~nt AJ 
Coonerative~ IC at 35. 

' 
' 

/ ,. 
~ l 
•, lo 

\ •' - ~ 
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rrcnmmPnd that the Commi~~ion consider rllvirlinq the in~ustry 

into four ri~~ catP.ClOries. 1!/ 

CommentP.r~ al~o ralse conc~rns with.the Cnmmission's nroroMed 

u~P. of bonO ratfnqs. 25/ They arque that there is inarleouate 

nuprort for the assumption of a correlation between bonrl ratinqs 

anri common equity risk. 3!/ Some present emplrical evidence to 

show a WP.ak relationship. 121 Finally, r:Jnc cnmmenter ar~ues 

that ~-he bond ratlno hanrls within which utilities would be 

presu~eri to be of averaoe risk are arbitrary ann un~uprortahle 

in the cnntc)(t of Oeterminina the allowed rat~ of return. 2ll/ 

cp Analysis and Findinqs 

As dl-;;cussed above, the Commission has decided ~-o ke~D ~he 

rule advisory only. RV kenpina thA rulp af1vlsr:JrV only, the 

Commission will have an opportunity -to further evaJuatf! t:he 

implementatlon {s~uel'l an.nociat~d with dl~;tlnauJ"hinn inrlivlrtual 

company ris~s from industry averaae risks. 

4. Termination of the Rulema~lnn 

a. Comment Summarv 

A number. nf commontero; recommenrl that t.he Commission 

tnrminate or rtive serinur. cnnsirleration tn I:P.r.minatinf! t.hE' 

24/ See DE rc at 10·: APS rc at 2. 

.£2.1 Sec AUS rc at 61, WCG rr. at 11 • 

").(./ Sl'!e AUS TC at fil: wcr. rc. at. 1.\. 

27/ ~ £·~·· wcG rc nt lJ, 

2R/ See scv. rc ;, t a. 
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rulcmakino. l_2/ One COf!lmP.nter. nuppnrts .thr. r.omml1Hlinn's aeneric 

annroach and other~ apnear to endorse the concept. 30/ 

Critics state that the obiective~ of the rule are not or 

will not hP. met. Cnmmeni:.P..r.n alltHJe that usino the henchmark 

rate of return_ rlurlna thP i.Hl11isorv DP.rinrl would not. have nraduced 

more accurate and consistent rate of retUrn dP.clHinnR. Accordinq 

to f"A Staff, in onlY throe oF the eioh~ ca.o;en :in which it f!Tod 

r.ate Qf return· testimony did the benchmark rate coml? reasonatlly 

close to the Commission Tria'l Staff'!'! recommendation. 2.1/ Some 

commenter!'l also claim t.hat, b~>cause of th£> cleQret> of hE>I;.etoqennity 

in the industrv, the benchmar~ rate would only reasonahly be 

applicable to a ~mal1 number oF CompanfP.s. l!/ 

!2_/ Cooperat:ivP.s TC at. 24-34; F'A Staff IC at 29 31: AEP RC at 
l-2; ~US RC at 36-37: Br.C RC ~t 14-15: F.ET RC at 2-4: 
?EPCO RC at 1-7; PSC RC at. 1-J: SCF; RC at 2-4: SW RC" 
at 1: VF:PCCI RC at 1-2; Sec~nrl Cooo!'!rativet> RC at 12-14 • 

.!Q_/ W>P rc at ll MINN IC at 10: WVCD IC at 2-4: AWW RC at 1, 

.:!J.I 

32/ 

PA Staff IC at 29-Jt. 

coonerativefi rc at 24-34: FA Sta(F rc at 29-3lt Second 
CnnperaHve!" RC at 12-14: Cooperativl'cs Rr. at 7-12~ CoopP.ratives 
rermat the aroumP.nt they made in thl! prior procernHno that thP. 
inrtuntry I~ too heternqenous for a henchmark to be ufief.ul. 
They cont~nd tQat the "tnduRtry's.lack of homoQeneitY is 
ohvlnui; from t.hfl numPt'nu!> rfsk 9t'OUflS within the f ndustry 
that arP. recoqolzed by lnvastment aonal.yl'lts and invP.st.ora.• 
See CoQneratives rc at 35. The e~fiencP. of this arnumP.n~ 
~that the co~t of P.auity is so widely d!verRe that a 
:«lnqle henchmarl- -ls not. apnrofldat.e-. raven the r:ommi~!'-ion'.o; 
r'lecl!ilon to maintain the henchmark r<~tn!i Qf. retur-n in an 

( F'OOTNOTr rnN'rTNIIED ON NP.>:T fl.I\C:f.) 
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r.ommenterR ariJU~ th<'lt the Qeneric rule haR not ontl nrohahly 

...,ill not save r.ar.ourcer.. £1 One CQmroent.ar Rl:ates that the cost 

of ttervice for most caneR in m~ttlerl anrt t:ho arlvisory benchmark 

rate~ have not had ahy impact on the rate of settlements. l±l 

Tn ~act, one cnmmenter also alleqe~ that~ cturin~ the past 

advisory period, the benchmark ha~ not heen used to any sionlfi­

cant deqree hy rate case participants or the Commis~ton. 35/ 

F'inally, cnmment.ers allf!QP. th~t thP annual Q~?>n~ric.f'\l:'ocnnrlinas 

have nnt resulted in more dit:-ect a~d current Cnmrn.:lflsian inV"olvement: 

in the industry's financial and op~rat:lno circumstance~. ]!/ 

b, Analysi~ and-Findinos 

While F.ew commenters supnort the r.ule, many cnmmenter~ 

actively oppose· it. The cen~.ri!l area!'\ nf rfi.rHtQrr><?mrmt In the 

· evalui!ti"nn of the qener'ic approac'h to"th_e rate of retur.n on 

common f'!Oujtv i!1!iUe are threC. Ttl!': First cnricP.rn!"- th~ extent 

(FOOTNOTE CONTINUED fROH PREVIOUS, PAGF:) 

advl.'iot·-y only status, there is no presumption !:hilt t,he 
benchmark is applicable to any S!'!IJment of the industry. 
1-lowe-ver, an lndu!';tt"Y-averaqf' henclunarK is UF:efut as a 
nolnt nf dePartur.e, ~eqardless of the distribution of 
thP cn~ts nf-eaulty tn the industry. 

2.2_1 Se-cond CorJperat:ives RC at t4:·conoerativos TC at 30. 

li/ ~OOfl~~at.iVP.~ IC at 27-2R, 

35/ SCP. RC at 2. 

!5_/ Cormerativ~<; lC' at 30-J]. 
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to which the ou.,litv of" ~ate of return rJecinionS' finc:ludinq the 

~ccuracv of estimates of the cost of common eouity €or the 

uti lltv in oue•;;t;ionl iR enhancel1 by thf' case-by-ca!ie approach. 

SecOnd, there i!; cHsa·Qrii"emP-nt on thP. impacts on Inter{>sterJ 

p~rtles. The third area of diRpute i~ in the valuation of the 

re<::curc~~ ·11ev0ted ··to this issue', includinq the tlme anrl cant t'.o 

all n<H'"ti~s·and i-.he Commi~;I;ion. 

All t:hree-of. these i.'3sues are factual. However, little nr 

nn new emn\rfc:al ~videnC:~P. 'il'l Orl8flentPr!. in 'thfp: ('lt'Ocee;Jino 

he<trinq on 'the merits Of' t-hese issue<~. 

Wlt:h re?'ar11 to the reSi-turce i!l<::ue, t.he_ Col!'mi.<~~fon observes 

t_he ctJst of ~er:vice portion of. a high percen_taae of ratP. Eilinqs 

is .<;P.ttlE!rl. 1'o duto, no rate FJ1.ino made !'l~flC'! the bunc:hmark 

rate has buon in effect has receivP._d a fi_nal decision on ratf! 

of return. flowevP.r, thF! not-ent.lal_ hent>f:ft from aeneric 

re~nlution of recurrent rate issue~ remains a deEirable 

obiecHve. Ther-efare, thf' Commission helieves that the hcnefits 

of t:urthe~ analysis of the oenedc approach outwP.ioh the 

co~ts. 

Tn adrllti':'n, P.'stlmates of the industrv aver:aac cost of. 

commrm noultv can b!O'. use~ hy .tt>e Commission in Hr. analvnls in 

tndi'J'ldual rat_e_c:ases. ThP. eXl!ltence of indu'Jt.r:v averaoc cost 

est.fmatPfl al~n·rllVP.S par.tlefi ao incHcat.lon of the Commir.sion-'s 

cur-rent view of caplt-.al costs. tf the Commission places wcioht 

on thif:: analvsls in inrlivirlual· rat~" r.trncee<'lino'l', it: ctJull1 

narrow the difFerences amonq ~artles, 

,, 
( 1 

!\'·~-) .• 

( ~ 
!i 
:j 
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A. Base Yea~ Cost 

1. IJ_CF" Model Formulation 

a. Introduction 

In the Notice, the Comml~~ion expressed it~ intention to 

rely on the dlnc_ounte11 cash f.I-ow (OCF'). 'method for estimatinq 

the rat;(! of r'e-turn on common equity. 37/ The na~ticular 

formulation of the OCF model ·that t.he Commisl'linn nrol'lnRed to 

rely on is the s:ame.one ·used .in Or11er-~os. 420 a-nd-<142-A: 

(!) 

wher:e: 

,no. 
k = --- {1 + .Sol + a 

Po 

k market required rate oF. return 

on 
-- • current dividend yield (current annual 
Po ·dividend rat.e divided -hv current market pdcel 

q annual dividend 'nr-awth rata 

(1 + .Sgl adiuntment factor: for ouarterlv tlivl11emt ~a_vments 

This model, Orst adopted in Order No. 420, wilt hereinafter 

be refence<'l to a."> thn '~o120 Hodel." 

The CommisRion requested comments on thiR modP.l. 

b. Comment Summary and AnalysiR 

CGF: aroueR that, in the divtdanrl Yield comrutat-.ion of 

thP ncF' mol11"1, "'it wnulrl hP. mar.~ ·corract t("'l u~e t;he ne~<t 

11erincl dividend (IJl) in-:::t.~ad of t.he 'iridicilterl dividend 

..rate.'" The nCP onorle1 l!'l nrn.!'ipectlve, anl1, as such, ~he future 

37/ 51 F~d. ReQ. at 17,050. 

,.. 
j 
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income stream can only be.> considP.red hy uti\tzina the next. 

period dlvt~end.~ 38/ 

In Order No. 420, the Commi~5lon reiecte~ CGP.'s model 

because it nassumes that investors recP.ive dividends once a 

year. Clearly, fit does notl correctlY ct>aracterize the real 

world where dividends are qenerally na'icl out to investor!'> on 

a ouartarly has is.~ 39/ For the same reasons, we reiect 

CGE's ~ode! In this procaedinq. 

N~P arques for a modification to model {1), where, 

in . .:;tf!ad nflf'ultiplyinn the curt-en!: dividend yield hy one J'llUs 

.5 times the q;ow-th rate, it is multiplied hy one oJus .75 

tlmeA the qrowth rate. NEP concludes that model (l) is 

ninconsistent with the assumption that, on averaoe, annual 

dividend increase~ are a half year away." 40/ Similarly, 

PtPCO aroues for a .1;25 factor ratht-r !:han the .'5 factor • .!!_/ 

Model {1) was orioinallv adopted in Order No. 420, 

wherein the Commission stated that It attempted: 

ll/ 

~I 

.!Q./ 

!!/ 

to approximate the averaqe expected annual 
dividend~ receiv.ed durlnq the Orst year. 
A~sumino that some companiP.s will lnc~flas~ 
their dividend rate within the first auarter, 
snme durlna the .seconr'l auarter 1 etc., 
fthis model) attemDtS to appro~imate 

CGE IC at 3. 

Order No. 420, sn Feel. RP.Q· ~t 2l,R05. 

~EP IC at Arpendix C • 

PEPCO !C at Attachment A, naae 2. 
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the 1nrer.a9e amnunt of divtrlenrls that the 
<~veraqe investor (or, eouivalently, investors 
in the averaoe com~anvl would OKPect to receive 
rlurinq the F,irst yP.al:'. Q/ 

The Commission marle a glmilar ar;sumption in r'ledv[n<J [·ts 

effective rate of return model in Order Nn. 442. Q/ 

Assume that a public utility stock I~ purchasect on 

January 1 and dividend~ at"e pa~d the follow-ina Mr.rch J 1, June 

JO, SP.ot.ernher 30 and nocemb~r Jl. If the ouarterly ~lvid~nd 

is S .25 and the rilvidenrJ orowl".h rate is S nerc~nt, 1-.hn four 

eouallv likely scenarios are modeled helow: 

3/31 6/30 q/30 12/31 Total 
------Dividend Racelved------­
S.25 .25 .25 .26 1.01 
5.25 .25 .26 .26 t.n2 
S.25 .2~ .26 .26 1.03 
s.26 .26 .26 .26 1.n.11 

nivldend Payment Date 

Rate Increaser'! During 
Rate Increased DurinQ 
Rate rncreased nurinq 
P~te Tnc~ea~ed n~rlno 

$ 1. 025 A.vernae 

4th 
Jeri 

'"" l ~I: 

A~ can be seen, l:he averaQR vcarlv dividend received 

under the Four eoually li~elv gcenarios is equal tQ the 

Quarter 
Ouarter 
Ouacter. 
O~arter 

current: annual dividend rate (.5 .25 x 4 "' $1.00) multinl ierl 

hy one plus one halr of the dividend qr6wth rate fl + .025). 

Th:ls rlemnnf=~.rates t.he reasonahleness of th~> Cnmmisflil"ln'fl 

choice of mod~l {1}, which implements its staten aoal 

of atmroxfmattna "t-he averaaP· nxrteci:Prl annual dtvidPnrl,:; 

received durtnq the ~i~~t vea,," 

Ql OrdP.r Nn. 420, ~(} f'<;!d. J?~q. ;,t 21,/;0fi, 

Q/ Orrl""r N11. 442, 'H FP.c'l. "R.eq. at ::148. 
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AUS arques for a DCF mod~l which measureA thft investors' 

effective reaul.rnli rate o"F. retur-n~ 44/ 

(2) k 
no 

r!Hk.J•75 + {l+kJ·S + (l+ol(l+k)•7.5 + (l+q)J + q ... 
~here the variables-are ~enerally definerl the same as in model (1). 

ln Order ~a. 442, Mod~l {2) WaA used hy the Cnmm[s~ion 

to measure thn investors' effective market required rate of 

rf!turn on common eaui.ty. ~/ The Commission described ·the 

formula as r-ef.lectinq ~the henefits to investors of QP.ttina 

the div[d~nrts in Four quarterly- installments rather than in a 

lump :-um at tha end of the first year. Thesn henefits are, 

of course, the additional return investors rn;:tV obtain by 

rafnve<~tinCl the di.virtends received au~rterlv [n the same or 

another comparabln investment until the end of the year." 46/ 

RPcl!use the investor ret.alns t-~he auar:terl,v navmrmts and can 

'reinvest them, t:h9 utnttv'l'l cost should reflect only the 

nominal amount of the divi~endr.. Morlel f2) .would thus CO!Tipen--: 

Rate the investor twice --once hy tha utiti.ty and once 

t:hr..,uah the. inve.o;tor's rein~estf!lent of the divldendR ln somr:o 

i!/ AUS TC at 42. See also VEPCO IC at 1. 

~/ 51 Ped. Req. at J&~. 

.!§./ Id. 

\ 
' I ',---" ,. ,. 

/ "-, 
,',1 
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other alternativP. investment. Therefore, mndnl !?.) doP.fi not 

accuratP.ly reflPct the cnst to the utility and ls reiected. !21 
Southern araues far the f.Qllowina DC~ model: ~/ 

( 31 

where: 

k • 
ro 10 ri+kJ· 75 +n 20 {l+kl·s +n~ 0 tt+kl·zs +n40 J 

r------------------------------~----------Jct+al 
r Po 11-FJ 1 

~ = cost of common equity 

010• 020• DJO• ·n4o ""averaae d[vidend Eor ht throuqh 
4th quarters. rP~oectlv~ly 

Po ""' fitock !'lrice 

a qrowth rate 

f flotation cOfit ratP 

+ Q 

SouthPrn'r. prormsed model ls another variation of.- the investors' 

eff.ect:ive required rate of return rnndel_. It: will bf': rPiP.cted 

for the same reasnoR the Comml~slon rejects model (2) prnposerl 

hy A. US, 

Southnrn al.'m makes the t:ollo..,inq comment in support oF 

its version of the nCF morlel: "When a utility pays divi~enrls 

fl. I aThe utllltv is nnly reautred to provir'le the f1uarterly 
divii1P.nds ~hich qive the fnvr!Stor the onrmrl:unit:V·-·to 
earn these additional earninqs thr.ouqh reinvestment.~ 
Or.der No. 442, 51 fed. Re(l, at. 349. "The return that 
investors cxnect from the firm dmH; n..,t [nclurle t.he · 
income that thoy exnoct to rP.ceive frnm t.hc r~lnvcAtmP.nt 
nf dlvidenfls, 1nve~tor5 have the onpor.tunltv to 
l"rorlucP J;hfR !ncomP by l'.hei·r O'ioln.actiom; fn rPinvl'!stinq . 
the rlividnnd nortion of their retutn.n ()r.der No. 
U2-A, 51 F'Prl. Pan. ·-at-. 22,50A. 

!!!,/ Sout.hPrn _f(' at 14. 

', 
' ; ., ··--~··' 
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on a ouarterly ba5is rather than an annual ha.o;ls, the utility 

is unable to u~e those funds 1n th~ cour~e of the year. This 

is an nnportunitv cost rPsultino from the time value of 

money. Thereforer it is more expP.naive foe a utility to pay 

dividends on a nuarter1Y basi.'! than an annual hasis." .1..2_/ 

Southnrn'~ arqument is flawed. Contrary to ~nuthern's 

assertion, it_i~ more eKpensive, in nomlnal terms, F.or a 

utiUtv tn pay dilT.lrlPnrl~ on an annual ha,;is rather than on a 

oulllcterly basis, if; a conRtan_t d!.vi~end payout ratio is to he 

maintain~r1. TQ :1-lluRt.t"ate .thls, consld~r: two f_d~nt:ical 

util.itie.q, hot.h nF, which intend -to p~y all of their !"arninqs 

in dividends !i·~·· have 100 nercent dividend paynut ratio~), 

but one pays a slnqle annual rlividend (•utility A•) and tha 

otfoer nav~: rlivldeiHiR nuart.erlv f"Utll.itv Cl"). 

When lltilit;y 0 pays its dividends out of earninQs 

auarterty, thP invnRtnr has the nrportunitv to r.einvest these 

rHvirJendR at thf'l nmuit"erl rate of return and earn an eff.ectlw'! 

rate of return which l-lt~Ulrl he eaual t:o thai: calcul;'Jted hy 

Order No. H2 1 s "effective rate modeL" This ls si111il<n:· to 

cnmpound Jnt-PrP.R~. in a ::::avJnns accnunt. ConversP.1y, since 

Ut: i lit:y A r1oes not pav dilTirlends rludnq the course of the 

year, it ha~ thp onp~r.tunlt;.y to rninves~ its f!rtr:-ninnr.. At 

the enr:l of the vear, Utility A will ~av a slnqln rlivlr:lend 

.1.2.1 Id. at 14. 
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whlch, sincP. it is natrl nut of t-h~se hJohet" earnlnqs, in 

hinher than the .o;um of Utility O's four nuacteclv rlivirllmrls. 

Howevet", Utility A'R ratP. of r-~>l·.urn, U!'Oino thi~ hiohQr enrl-nf'­

yea·r divirlend, is lr!P.nticat to that of Utility 0. The va.lu!'! 

of Ut.illt:y.A'I'l ~lnnle end-of-yf'ar rllvldeml is POual to the 

sum of U.t:flity D's Four ouarterly divide~ds plus the invo!>tnt"s' 

reinvestment lncome, 50/ 

The investor is inrlifferc~t to the uti-tit.y'.o; i!lv,{r!Pnrl 

nayment. rract.lce. Utiliti-es whtch pay clivlr!ends more often 

rlurlnq .the year, hut at lesser no~r~inal amount-;, will tt>nd t'l 

have lower nominal PJtrninor. oer Rhare t:han uHlftlns which 

pay dividend!'! less often, hut at :c;liqht-.l.Y hi'.lher nominal 

amount!';, However, hP.cau1le both l:hB utility and invP.'lt.or have 

reinve~tment opportunitle~, the yield to the inve~tor will be 

the ~;am<"'! rf'o.,rrlle:::s of thr: dlvirlP.nd payment rm1lc:.v, a~r.umlnrr 

toqual payout rat".io!1, TheiP.for-to, Southern's aroumBnt fall~;, 

In cnnclurdnn, t.he Co!Ttmis.~ion hel ievr:s that the mnrlel ( 11, 

prrmoserl. in the Notice, rrovirle~ the best .lf.'Jlt"OXimation of 

tht! cost of common !'aui~.y for nurnoses of thl!= f"lrncFH;orlinfl. 

50/ The "caternakino r<~tP. nF rp,tul:"n" l!i5Ue, rHscu.o;sed ~>lflewhP.t:"P 
ln thi~ orrler, raiFP.~ thP. ~ue~t:ion of whethPr these 
"P.arninqq. nn t!arnl.nqs" Rhoulrl he ac:counter:l fnr in the 
revPnue rPnulrPmPnt anaty~is, 
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2. Samnl~ 

The CommfsRian J'lt:'OJ"10.<;ed to uRe a samnle nf gq nlec:tr.ic 

ut-.ilit:ln$ _ll/ hasnd on the !ll;andar.riR adorted in its first two 

annual nrocuerlina-'S Fnr thr.ee reasons. F'ir<;t, the Ramnle is 

n>nn~Rentative of tho electric uttl ity induRtry an a whale. 

Seconr'l, t:he r.elevant. flrice and dividf1nd rlata are QPner:ally 

avai lahlP. far: all of these companies. Finally, the clat.a is 

reartilv accPssiblP fr:Qm more ~han one source. The samrle 

woulri conRiRt eREontlallv of those puhllcly tr.aded elnc~ric 

uti 1 1 tj es or cnmhi nation cornnan i~s that meet exp 1 I cit stand a nlB: 

~1/ 

s;v 

(l) the utility is pn~dominantly electric; g; 

See Order No. 420, 50 Fed. Rea. at 21,631. As a result 
Of a I:"~Ce1'1t merqec hotWCf'ln Cleveland F:lecf:dc n \uminatln!'j 
Cnmnany and Tol~do Edison Company to form Centerior: EneraY 
CnrpnraHcm, ~.ht> numher nf CQmpanies In the sample has 
been refluced to 99 ft"orn the 100 com~any sample proviou!81Y 
used. 

Operationally, thP Comm1ssion has selected all companfe~ 
cl.assifier:l in thP industrv orouninqs "l=:lectric St>rvice"' 
l"lt' "Electr-Ic and Other Service-s Combined" by Standard 
and floor's C:r:lmf!U'itat 5ervJceR, Jnc, 'Th~~e inrluRtry 
qcouf!{nq~ are RUf!pOserl to conform as nearly as noss[hle 
to the OfFlcfl of ManaQP.ment-_ and RudQet Standard rnrJustrv 
CJ~ssificat{on Cod9s, The Comoustat "F.lectrlc Services" 
industry qr.oupinq (-Influstry Clasr.ification Nut~~ber 4911) is 
rtefined as esta.blishment:'l P.nQaqed in the Qeneratinn, 
t.ransmi~sion and di~trihutioO of eloctrJc enerQY f~r r.ale 
whore these ~;ervices conntitute 901 or·more llf revenut>!l. 
Tha inrlustry aroun!nq •r.lectric am1 Other Service.<~ 
Cr:~mbinerP' (!ndustr.y Cla~Ssi fication »umber 4931 J i.s 
r.lefinecJ as entohlishmentr. -primarily enQnQed -f_n oravidin!l 
Q]ectric RerviceR in combination with oth~r: r;orviceq, 
with electric services as the mainr nart:, thnu~h la~n 
than 901 of revenueR. (Standard and Pnor'li Compustrtt 
Servfcl'?s, Inr::., Httllt:v r.Qrnpu~~.at: IT User l-lanuaJ.l!9fl5)l. 

\ 
,, _/ 

' •' 
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{21 t.he utility has it.~ stock traded nn either- the New 
York oc Amer.ican Stnck F':lCCh<~nq!'l; 

flt thP utlllty i~ lnclu~Pd_[n the lltilitv Cornnu~tat II 
rtata hasc: o'lnd 

(4) the ut.ility IR not excluder} hy the Comrnis;-,ion 
on a case-hy-cane hasis, hasnri on uninun cir­
cumstances. _g; 

The four.th qtandard would oive thP. r.ornml'ision the 

discret lnn to eJ lminal;e com11-anies fnr which rlat:a may h" 

unavailable o~ inaprraprlate, 

The Commi:Rl'llon alt::o Pt'Ofl<Jl'l<!rl to c<Jntinuf' u"linq t:h~> 

followinQ scrP.f'nlno ~~iteria in each nuart.Pr.lv cal~ulation t<J 

ensure that the data t:or f!ach comPany i~; avallahlP. and thnt 

it can rPa~;onably be emj'llny~;il' in a mechanical fashion with<Jut 

.2_!/ In Order t~o. <142, three c<:mrtanies which mel!t the Fl~st: 
thren stanr:lard~ were elim1nat-ar1 from the narnpl<?. f:out.hwestPrn 
PUblic Scrv.tce CompanY was e lim Ina t.ed becauSP. It oJSP.S a 
non-stanrtard fi~cal year. Thi:R cau~cR it:s ~lvlrlPnrl vl11ld 
to he out cf time ~ith the rest of the comnanies. r.p 
Nationill was rlelntf"rl lmcause, In snite. of its heoin.o listed 
i:t1'l a predominantly electric cnmpany, nnly 17.7 percent oF 
Its rever,unn In 19P5· Wel:"C derived from elecl:dc sales. 
F'lnally, UNTT!L was ·etiminat:oQ becau:Rn it l•;; a new utilitY 
anrl ln~ufflcP.nt rlata _are at~a!1;:~hle. SJ Perl. toen. ,,t 3'll. 
The sa·me cons !rlerat ions e 1. lm 1 nate the!;e th reP. cnmpan i es. 
frnm our !'lase .Yeo1r calculati•7>n. MnreovP.r~ he>cnuse of the 
merqer of. Tolerlo F.rliRon Company anrl Clev~land f.lectrlc 
Jllumlnatlnn Comnanv to form Centorior f.n~rav Corpnra~ion, 
the sample f.cr the ))a'se your dividend yield calculation 
had ctecreased from JOO companies to qg cnmnanies. 
Hnw~ver, adequate riata on UNTTTL i$- now ava ilabte which 
permit:s us to inclurh'! t.hi~ comnanv in th~ namni>J used For 
nurnoser." of the quartQrly tndaxlnq rroce•1ure. W{th tho;> 
arlnltion of iJNTTTL,,thP. sample for tl-lp nuart:erly lnrle)(fnrr 
nrocP.t1ure ir. lncceolsect to 100 comoaniP.r- In thi.s nroceP.r!ing. 

\, 
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p~oducinq di~tor.ted statiRtics. Companies would he droppPd 

fr0m the sa~PlP For the f.otlowino rea6ons1 

( i l 

ru 1 

t.hP company',;. cnmrnon !itock, thrnuqh merqer- or other 
action, no tanqnr. i~ publlcly traded: 

thf! companv has decl:'eased or mn{ttcd a common 
dividend payment in the current or prior three 
quartet"s·: or 

{ iii ) the r.ommission determines on a cane-by-ca~e basis 
that some oth'l'r occurrence cause;<; thr. dividend vield 
for that cmnpany to be substantially misleadina 
ann hlas the ~r.nultinn auarterly ave~a9P.• 

The first scceen would ~nsure rlata avallablity. !F a 

company is no lnnqer nuhllcly trad~~. it will not have a 

current market pricH (anr1 yield}. The second !icreen would 

el lmlnat.e co!'1nanics far which data would probably he inappro­

Priate in a constant qrowth ncr model. The third screen 

wouJrl giv~ t.hP. Cornmis~>ion the rtiscretion to further el1tninate 

atypical cn~panie~ ~hen necessary. 

a. Comment Summary 

Pour cornmentP.rs summrt the Dronosed samnlinQ pr.ocerJure, 2!1 

PF:Pr:O ur;es five !>crP.ens, which it $1tat.a<-, ar.e in accord with the 

oroposr~d criteria, to reduce the sample to liS c:ompani~s. 55/ 

Co~peratives ~tate that the samole used tn d~termine thP. averaqe 

rii:vidP.nd yinld should he the same as that usel"l to detP.rmine 

2...1./ 

22/ 

Southern TC at 12-13: ~INN IC at fil NRP IC at RA; PA Staff IC 
at 12, 

PEPCO tC at A-4, 

., 
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l:h~ £Jrowt.h rat:n and that ontv cnmnanieF whfch an~ reviewed 

quarterly bV bot.h Salomon At::othPr:s and Value Llne ~houlrl he 

inclUrlE>d. Sf>/ Ef.! stateR that unrler. the flCOflOI>P.d screP.ninQ 

cdteria only t-he riskie.st companies were ~:>xclurlerl fr.nm the 

sample: thus, the averaae l~ understaten. 57/ 

b. Analvsis and ConcluSion 

The CooperatJvcn' a.raument:> a.r, to the same Rample heinq used 

fo~ the rHvidenrl yielrl anrl thP nrowH• e!'ltimate have bo~n 

raiser! In previou" proceed_in\Js, and \IC relnct them for t:hn 

same re~snns that we qaV"e in these previous oroceerl{nas. 2..!!_/ 

Concerninn r.F.I's arqument~ a~ t:o the e~clURfon of onlY the 

rir,~ieRt companies, aiven our decision to continue prim~ry 

rellance on a ncr modal, it wnulr'l he inapprorldate t:a ll'>fl data 

for firms that a~e not currentlY payinq dlvir'lenris, 59/ EBI is 

correct, hoWCVP.I', that t.he ~cconrl scr.eenino criteria tenr1s to. 

eUmini"lte only the risldest cmnnanif!R from the :Himple. Nev>'!rl:he­

less, the two other scr.l'!ens <H1opter'l hy th(' Cnmtniradnn nrnulde 

i"ln anproprlate balancP.. The Commission recentl.v u.r;ell _the fir7st 

scr.P.Pn when two comnanieR on thP. sample merqed. !n ar1r1ition. 

thd third screen provides sufficient flexihlllty to eliminate 

"' CooperativP-s IC at 93-9q, 

57/ Er.I IC at R-1 to A-2f ~r.I RC at A-9. 

2!1 See Order No. 442, 51 F~~. R~a. at 3~1-52. 

2!1 See orrter N:o. 442, 51 fP.d. R~n. nt 152. 
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ind!virtual·companie~ that mioht hlas the quarterly aVP.raoe. 

Moreover, the r-eliancP. on a median d!viden<j yield furttu~t:' 

mitigatP.s the effect of extremP.n. 

PEPCO uSes t-wo samplinq" cdtP.riii in addition to those prqposerl 

by the Commls~ion in the Notice. The two additional criteria 

prop.,sed by PEPCO are: ! 1) whether a company nald out mon~ than 

100 ~ercent of earnlno!l in any vear since 1980:, (7.) whether i1 

company is viewed as a specu.lative Investment hy Value r..ine • .§.!!_/ 

The Cnmmi~~lon finds that. it ~oulri not he aonr-nnriatP for purnnses 

of. a forwarrl-lookino OCF' analysis to exclude utllitie1'1 r.m the 

basi& of P-Vents as far. hack as lqRo. PEPCO's additional c~lteria 

will therP.fore not be arto~ted. 

The Commission clet.erminen that for its base year estimation 

it wi 11 usP. the q9-comf"anv sam)'llP.,· suh·lect to the screenlnq 

cd t::erta llster'l above. A.s noted ~· as of: the fir.<>t quarter 

of 191l7, UNTTIL mi!et!':. the cdterfa for inclusion in the fHimple w;ed 

for quartedv inrlexino. This sample Is, therefore 1 100 companies. 

A Ust. of the comnanl"fl!l inclurle('l in the ba~e year samnle <1Dfl8llt""R In 

AppendiX A; those included in the auarterlv indexinq nample appear 

Jn l>,f"lpenrtix r.. 

60/ PEPCO rc at 4-5. 

. '•\ 

__ /! 
,• .. 

( \ 
) 
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3. Dividend Yield 

a. Introduction 

Tn the Notice, the Commission proposed to continue the 

dividend yiolrt policy adoptert in Orrler Nos. 420 anrl ~~2. 

This nolicy iR to u~e the median dlvirtend yiolds of th~ lQO 

company sample. !l/ The Commi~sion state~ that the rtlstrihutio~ 

of d!v[dend yields (and, by infPrence, the rt!~trihutinn Of 

the COFit f)f COmmon (!Oufty) .for etP.ctdC Utilit:(es i.s .skewed 

rather than nymmetrical. ~2/ Under these circumstance!':., the 

dividend yielrt~ for a qrP.ater. number of utilitie~ are closer 

to the median than l:he mean. The Commi!'>slon al r;o nt.1tP.rt I tl'> 

belief that, compared to the mean, the mP.dlan if> lel'>G likely 

to he affected fly extreme values in the data. 

In comnuti~o lhP rtividenfl yield tf::le Commil'>l';[on propoo;eri 

to. continue its current policy: !1} the rliviclend rate user! 

would he the ~inrlical:nrl divldnnrt rate," which Is thP. l~Rt 

rleclarert ouarterlV dividend timer. faun anrt (2) the ndce> 

usl?d wnuJrt he the. simJ11e aver<HJI? oF thE' tht"C'~ monthly hioh 

anri low prices for the quarter •. The.computatin~ of the base 

ye;,r rtlvidend vie.ld wnuld use the averaoe cf four ouart:erly 

median yields. The cnmputa~ion of the divirle.nd yleolrt u~ed in 

the ouartP.rlv inilrndnc. nrocr.-f\ure wnulrl usfl the avecan~ of. two 

ouarterly merlian yietris. 

21.1 

62/ 

Sc~ Order No. 420, 51"1 F'ed. ql'!q. at 2l,fl_l"2: Orr!er l~o. 442, · 
sr-F'.,.d. ne~. at 3~2-Sl. 

Jrl • 

I "\ 
., \ 
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b. Comment Summary 

Few commf>nters o1irf>ctly adr1res~ the t'1ethod prnpnsed hy the 

Commis~ion to compute the divlrlend ViPlrt. Mo~t commenters use 

thP. methof'i rr.oposed without discussion. 

SET propo~P.R that the Comm[~sion chanqe its method of 

calcwt<:~ting the dividend yield •. g; EEr assJ?rts that using the 

mid~int of. thP. m~an and mPdian rlivlrlend yields woulrl further 

rm1uce t.hP. influence of extr~mns. 

5tJuthern cr:lmflutef! rHvlrtencj ylel.~s hv 1-1efghting each 

uti 1 i ty'~;· mad:et price anrt ouarterly dividend hv li-:R numher 

cf common shares out:Rt.andinq. !!/ 

Coorerat!vP.s <tuonnst that a six-month yield he used in 

the calculatir:ln of the base year rlividend vield. ~/ Cooperatives 

arr,~ue that. tho OC:F model is a l.onq-run expectations model. 

They state th<Jt it i.!l often necer;sary to nmooth out short-tnrm 

dividenrj vlelr!R to reduce the effectr:> of variation" which do 

not reflect investors' lonq-run expectations, but the yielr!~ 

shnuld not he over-smoothed. Cooperatives recomm~nr! uslno a 

six-month dividend yield for the base year because the six-

mont:h yil'1lrl l.s conRl.~tent with the yield u:<>ed in t:hn f!U<n:·terly 

lndexinq procedure, a:nd because there have he~n dramatic 

chanoas in interest rat~~ since tho end of }Qij~. 

63/ EP.l IC at R-2. 

64/ Southern rc at 14-15. 

65/ Cooperative~ IC at l00-107; Coo~crutives RC at 20-21. 

., 
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c. Analysis and flnrlinQs 

The ffiidpoint of tho mean anrl th~ mP.dian, orryposed hy 

EE:I, In computinq ouarterlv rlivtdtmrl yielr:l:; is i'ln M.:tO hnc~ 

statintic unsupported by statistical theory and rarely, if 

ever, used in statistlcal analys{f;, The m<'an i!" nnt; <e<;istilnt 

to the influence of extreme data while the rnedl.1n i<t r~f;istant. 6fi/ 

Thus, the mi~noint of the IDP.fln and median ~oulrl he lo~~ resistant 

to the influence nf extreme data than the median. Thert>fore, 

ti1P Coll\lllir.s-ion w[ll continue to rely on the mnrH<1n. 

Southern's weiohtina scheme for dlvidenrl ylelfls qives pro-

portionatel.y more weiqht to the laroer cof'lnanies. The Com-

mission addresr.ed the issue oE welohterl averaQP. dlvirlencl yields 

in Ordor Uo. 420. 67/ It found that ~uch ..,eiqhtinq cr,nrlict~> 

..,jth its oblective of establi.o;hino a r•lte of r.cturn ~.hat. ts 

representative o~ mo~t utilities. 

One of th~ c~asons cited hv Cooper.1tivos for prn]lmdnq 

a six month dlvid~nd yielr! €or the base period Comnut~t.ion is 

consi.<~t:f!ncy wlt.h the ylclrl u!Hlrl in the ouart:~rly in•1~>dn'l 

procedure. 

6fi/ 5ee, e.q., Frederick Hostetler and .1o1m W, Tukey, 
Di'ta Aniilvsis and Reqres~lon, Mk1isnn-Wesl .. y, Rf';uilnq, 
MA; \977. 

67/ Or-rler No. 420, 50 fed. R~q. rtt 2l.B14. 
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The other r-eason citer1 hv Cooneratiw~s is that ther-e 

have hc~n dramatic chanQe~ in intere~t rates since the end 

oF 1985. rn these qenerlc proceedinns, the Cornmi!'l!'don adopt!\" 

a "ba~e y~ar" as the tlme period over which commenters are 

reoue~ted to ma~e est.imateg of the co~t of common cauity. 

The inten~.lon J_o; to have all rtartien focus on and e!;tlmate this 

cost for tho ~am~ time oerioO. The Commi~slon cou'd have 

adopteil a "ha~c 11 months". It: did not. !lo;e <"lf. a rHvirlenr1 

yielrl over only half of the base vnar will not 11rnvide a 

reasonable estimate of the cost of common eauitv for the 

Rntir~> Yflar since *"he coflt_ fludna the FirRt half of t:he yea·r may 

he diff.erent than that f.or- the necond hall:. Coone~utivos' 

prrmo.qal !~ ~:"e]ecten. 

The Commis~ion flnds no reason to chanq~ lto; nolicy con-

cerninn the use of t.hn median dividend vinld or t.he t.ime pcdod 

folr computing the div{denrl yield for the hase year. The base 

yl'!ar rlivirh~nr'l viel.rl u~[nq the averaae of the four auarterly 

median yields for the year ended June 19R6 is R.2S percent. fiB/ 

6B/ The median d!virlend yieli1~ for the third and fourth nuarl:er 
of I!Jfl!i and for the first. and fHICond ouar-ter or lllAfi are 
IJ,l), R.92, 7.79, and 7.Ui nercent, respectivelY. SP.C 
Annenr1i~ n for a ll~tinq of the cnmnanJes inclurl~d r;-
the sample lind thP. comp.itnins eJCclUrl<?r1 in each of the 
four bas~ vear nuarters. 

,. 
\! 

\ ... ___ ,....-'; ,. •' 
) ___ .-
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4. Growth Rare 

a. Introduction 

ThP Commi~s1on orcnoserl to rnlv on hath a funr'lam~ntal 

analy~[s anrl a twn-staqe q~o~th analy~is to B5t!mate the 

conRtant arowth ratp fn this rroc<;>erlinq. WHh a fundamental 

analy~;in, t:he unrler:-lvlnq comnonentn nf dhdrlentl qrowth 

retatneO ea~ninon and new stock ~ales -- are evaluated 

separately. fi9/ Simila~:"ly, in the two-r~tage qrowth anatv::>is, 

near:--terrn and lonn-term 11rowt:f• f!lCTJf.!Ctatiom: are r>v.'llu,,tr><i 

separately. Roth hlntorical anrl forP.cast data are relierl on 

For the~e analvse~. ThP Comm!s~ion also nrnno~ert to con~irl~r 

other rlata and methodr. to estimate P.JCPCClerl arowth a~ a check 

on ~.he reasonahlenf!ss of the ahQve analysP'>. 

h, Comment Summary 

Ten commenterfl make nrowth ratP. n~commenrfat inns. The 

ranqa of these qrowth rate recommendations if> from no mot·fl than 

3.66 pPrcent fWCG) to a!l much ao:; 6.?~ pflrcent IP~;pco}. ~ 

Table 2, helow. Thoto, lowes!<. recommendatir:m hv a utility or utility 

arnup il" 4.01 OP.rcent {Southern). ThP hinhe5t rPcOITimenr1at.lon 

by a utility customer or cu~tom~r qr:oup in 4.76 percent CCoo11er-a-

t: t vee:;). Th reP. of the I 0 cnm111en tor-r. C AIJS, !::ecnnd r'no['lera 1". i "8S, 

and FA Sta€fl rccnmmr.nd a qrnwth rate ahout. 4.60 percent. 

~I The fir~t component: of this orowth -- atowth f.rom retained 
earninqs -- i r. a function nf the PlCf""ll'!CtPrl rate ,,F r:eturn of: 
common eout~.y (rl and the IJI(p(~Ctfld retention rate {h). The 
~<'!C11nci cn1!1(1ont!-nt -- nrowth frmll nPW cnmMon st:oc" .!'aler. --
ir. a functi1,n l1f the <!mount nf nP.W r.l:oclo: saler. {.c:;) anci t:he 
nrlce of the n·flw s~.nck Rilles ·relntive to bnnl:. vnlue lv). 
The lntt.er- (actor- (v) is nftPn r-eferred l:n iH> t.hP. PI1Uity 
accretl,,n factor. 

., 
., 
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Tahl~ 2. Sumrnar.Y oF Grnwth Rato Recommenrla~ i.nns 

Growth Rate I 
I 

I 
I Commenter Basis for RecommP.ndatlon 

I 
I 
I 

Utilities--------------------------- I 

I 

I 
I 

1. Pf:PCO 

2. NEP 

3. f;F:l 

4. AU~ 

."-. Souttv•r:n 

fi-6. 2,'i'i, 

5-5. 5'11 

4.fl-5.5~ 

4. r,} .. 

". n1 'f. 

1. Hi~ tor leal DPS arowth r;;tP.!'i 
?.. Corrobor'JI:erl wit'> analvc<;t 

Foreca:=:ts 

1. Historical OPS orowth rate~ 
2. Rase vear funrlamcntal analy!'il:: 

1. lli~L F.PS anrl OPS orGwth rates 
2. R?lsE' year Fundamental anal.vsiR 
3. Pri'Ji{!ct.ect fundamental analysis 
4. Analyst fnrecnst6 
,'i, Two-staoe qrowth anaty~is 

1, flif;t. F:PS and nps qrowth rate.c; 
2. Analyr;t foreca!"t5 
3. Rast> vear funrl11mental ilnaly ... iR 

1. Hintorical r.~s orowth rates 
2. nase YP.ar rundamonra1 analysis 
3. Analv~t forr.casts 

I Cu~tomers ---------------------------

I 
I 
I 
I 
I 
I 
I 
I 

I 

li. C-,opr.n't t ores 4.76\ 

7. s~cQn~ r.onpP.ratlvP.s 4. fiOt 

R • wcr. 2,ii-3.fifi~ 

9. r.SI\ J.51H. 

1. ProiectP.d Fundament.al. analysfr; 
2. c~rrohoratfld with: 

l. 

a. Histot:ical F.PS, DPS, anrl 
RVPS qr.owth rarP.c<; 

b. Analyst. forecasts 
c. T"in-staoP nrowth nnnlvsiR 

Prni~>ct-"'<1 funrlamental llnalyrds 

1. MultistaaP. DCP orowth analys1R 

!. Histnrical ocnwth ln rlivldenrir:: 
ancl nricP. apprPciatinn 

7 .• Anal Y~t focecast.R 

I Other CnmmentP.rs 

I 
I 
I 

1n. F"A staff •LfiO't. 

I DPS = nivirl<>nd" Pf'r Shan~ 

I 
F:PS = F:arnl nQ~ Pf'r Sl,an~ 

FIVPS = Rook Value Per Shari"! 

l. PraiActP.d funri11t11ent:al analynir. 

I 
I 
I 
I 
I 
I 
I 

I 
I 
I 

I 
I 

I 
I 
I 

I 
I 
I 
I 

I 
I 
! 
I 
I 
I 

I 
I 

I 
I 
I 
I 
I 
I 
I 
I 

., 
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Hoc<;!: cnrnmenters supnnrt thP.ir r.ecnmmRndations wit.h more 

than one apj'lroach. Gr.owth rate recommenrlat:inns _above 5 flercent 

an~ hnr;erl ):'rilllarily nn extrapolation of past qrrJwt.h in divirtenrts 

and eilrninr;s. The bottom end of -the arnwth rate n~commendatirms 

is b.:ls:ed on a· variety of data. anrl rni>thnrls. 

The hlqhest recnmmended qrowth rate is recommender! by 

PF:PCO. For ll 65 company sample, PF:PCn cua luates d i videnr'l per 

share (OPS) arowth rates for lll1 ], 5, 1, .1nd 10 year oedads 

endin9 in yean; 19110 throuqh 19RS. 70/ PEPCO nlaceR mac<;t weioht 

on tlw lm1ustry's most rPccnt ] anrl 5 vear cxnecif'nc-efl lli"OW~h 

ratel'l and chooses a ranqe of expe_cted qrowth ra!:es of fi - 6.5 

percent. Thin commPnter comnarefl those rates to nroiectlon5 

by Value Line, Merrill Lynch, and _Salomon flrothen; and finds 

them to he hlqher. hut conslsten~. IJJ:dn(J r'la~a for the Pnd <:~f 

Uw base vear, PEPCO's study shows that the med{anl'l for these 

rroiecHon5 ranqe from 5.4 to fi.O percent For the fit:. cnrnnanv 

samrlc. ~ased on these statistics and its iudaPment, PEPCO 

recommends a orowth rate in the ranqe of 6.00-6,25 percent. 211 

70/ 

lll 

Wh.ile PF.PCO presents the r\ata for -all of; these prrd.-,<is, it 
focuses on the periods E>nclino in yean; JIJRJ l.hrouah 19115, 
The ranqe of r.ates RO determined is from 5.11 to 6,45 
percent·. C::emora1 ty, PP-PCO's flat a Rhows that the rates are 
hlqher the shart.P.r and the rnor€' curn;nt the tif!1e period. 

PEPCO rc at 10-12, SchedulP.5 5-7. In its comments, PP.P~O 
critich:.f'l~ tJ1e Commission for rctyinq on a funtlarrH~ntal 
rbr + sv} analysis. The criticisms, however, all rRlate to 
a tvf'e of funtlamPntal ani\lvsl!> that ce\lPF: eKclw;dvc.ly on 
ilctuat ilata or e~tr.arotations of ~lstoricat di\ta. The 
rnmmisr.ion has clearlY t>mnhaRl zert the us£> of ff'r-P.cast data 
IV> well as the evaluation of rP.cent trenrts in lt~ funrlamE'ntal 
analyses. The CommJs:o;inn ha.~ Cl(plalneri t:hat tile intention 
i.<; tn estimate the expP.Ctl?rt lono t;Prm orowt;h rat~. Further, 
thf.! r:'ommbHdnn haR noVf!r specifically ProposPrt usino hlr.tnricul 
rtat:a. Other cornmentprs cr.i t. ic I ze the ~unrlamenta l anproach foe 
ether- rea!'lnn.co. Seeo e.o., VF:f'CO If' al: 2: MHIN IC at 7, The 
Commission h<1s adilrellirt such cdticisms in previour. rroceectina!>. 
'iO Feci. Ren. <It 21 ,BIR-20; 51 F"e-rl. Req. at_ 355-1, 
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NEP recomrnenoiR a 11rowth rate in t.ha ranqe of s.on to s.so 

percent. This ra11qe ill based on two types r:JE data. First, Nf:P 

Ioo~R at median 5 and 10 year historical orowth rates in 

dividencls n~r share Eor its R9 company sam~le -- 5.56 and 5.46 

flCicent, respectivelY. ,"if!cond, NP.P flf';timatcs t.hn merllan retention 

orowth ~t th~ P-Od of the ba~e-vear -- 4,59 percent. NP.P states 

it was not. nncBnsarv tn arliu!'tl: the retention qrowth rate for 

accretion from new stock sales because market prices excP.eded 

~oo~ values hY a small percentage. 72/ 

NP.P also crlt.iclZP.S th~ USP.. of a two-tH:ttQP modP.-1 to fwaluate 

orowth rates for this Droceedina. Accorrlino to this commenter, 

~.he two-stao"' morlfl-1 1~ only u!ieful when twn different qrowth 

rates are- expected and the timinq .to Predictable. NEP believfls 

t~at ~ccurate ~r~dictJonn in ~uch detail are unlikely For a 

1ar~e arnup nf companies such as the industry a~ a whole and 

investors are unlikP.ly to ma~n such refinement$ In their ~xpnctat-ion~. 

;::r.r looks at a qreater variety of infomati<Jn in itR 

cval.ual".iQn of the grow~.h ratf' and n'!commenrls a rate ht>t.ween 

4,130 ami 5.50 percent. fn.;- it ... analyse~. BE! reltPs on a Rample 

of 91 companle!'l. J.'lrst:, RET lao~$ at 5 and Ill year f-liR~Orlcal 

qrowth rat;as in earnlnqn and dividends per ahnr-e. The ranne of 

mPan~ anrl me~iano for thi~ mAasur~~ 5.31 to 7.R4 percent. 

Second, F.f.I uses a fu~damontal analysis of retontion anrl new 

common o;tocl<; orow-th and estimate!> tho llctual ornw~h rturinq tho 

base yea[' as S.l perc~nt and the forecasterl qrnwth asS.? 

72/ NEP lC ~t 6-R, Schertules ~-6 and F.-7. 

\ 
· ..... _ ... ./ .. 
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\ 
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nerc~nl:. ]_]_/ Thfrrl, the- l':orecast-s of analyHtt:t From Value Line, 

Merrill tym;h, Sillnmon Rr-others, and 1/fl/E/S (Institut.lnnal 

Rrokers f:ntimatlon 5yf'item) -- W]lOSe means anoi medians r-anoerl from 

4.0 to 5,3 nerce~t -- are taken into consideration. Fourth 1 P.EI 

use~ a two-staqe qrowth DCF' model t.o rleteLfllinf' ;, comrosite ilVeraoe 

rate, F'or the first anrJ second staqes o~ orowth, F:ET uses the 5.1 

percent e~t:imat-PC'I .'lctual hase vear arowth rate and the avcraoe of. 

the ,analy!'lt forecasts of 4.R pe~:cent, re$pectil,mly. Tht> re~>ult nf 

this stu~y is a compos[te qrowth rate of; 5.00 flCt'CBnt. 74/ 

73/ F.EI determines fundamental qrn~th du~inq the base year by 
catculatlnq 12 ~onth mnvino retention ratlns (h) ann rates 
of return on common eauity (1:) f_or its ~amnle comnanies for 
each nuarter durina the hase ye-ar. nver the four ouartecn, 
l'.ho means nf. theo retention orowtH rates lb x rl for it~; sample 
of c:ompt~nles ranqe from 4.24 to 4.71 f!CrC<Jnt and the mmilans 
ranoe from 4.50 to 4.90. Ef.I places preatP.r weiqht on th~ 
median value-n anrl c~ooses 4.~0 as the rorr~~en~atlve qrowth 
rate. 

To Hds value, EF.I adds a base year qrowth r<~tP. frnm 
new stock Ralcs of .31 percent. This i~ hasect·on an median 
market-to-boo~ ratio of 1.22 times, which implies an enuity 
accr-etion factor (vl of .lH {or 1- 1/1.22). The hase year 
new Rt:ock Ral<'!f'' nrowth rate {sl is estimaterl as 1.7 tH•rcent 
based on suhtractinQ the 4,8 retentinn qrnw-th ratr> {h x rl 
from t~e eR"t-..imated aaorr'!oate 19fl5 common enulty orowth r:ato 
(G) of 6.5 11ercent. Thu~;, P.EI estimates haRe year new stock 
~ales orowth of ,31 {H ~ v = 1.7 x .tRJ, 

for U:s determination of rroiected' funriamental orowth, P.EI 
rell~s on t:ht> 3-5 ve.ar Value Lin~ fn~ustrv composit1• a..,.•n-aae 
proiectinn of a s.n J1P.r~reteri"t.inn orowth (ar1iustqd from 
r>nd of Vt>ilr ~P.a~ure~ to avcrane Vfl<~r me~nurr>s). Proiected 
new ntocJ.; :;aleR qrowth {R) ls est[matet1 as .7'5 haRnd on itl' 
nwn proif1:ct. Inns from ano~_her st.uily f 1. fi to 1. 7 ~r>rcent 1 and 
J1roi~ctlnn~ from Value Lin« (accnrrlinn- to F.EI, .~ nerc~nt]. 
ThP ~qultv accrPtTf)"il""7"a~ fv) 1-F- hanr>cf on t.ht" lmnlierl 
industry averaqe ~arket-t:o-hnok ratio prolection hy Valuf' 
l.ine of 1.1'1 time.o:;. Thus, v Gauals .lll (or 1- I/l.T"lfl"a'n\1 
sv-;; .I (r'tr .75 )( .16). 

74/ f:F.I rr: at AttilchMent A, n-.r. to R-27, AJ1pendices 4-lR. 

r . 
' \ 
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AUS all'ln use!l a variety of meth<:~rlr. and nata. AilS fltate!'1 

that hist~r!cal ~nd analyst forecast qrowth measures indicate 

a ranoe of nlausihle arowth rates hctween 4.00 and 6#50 percent. 

Medlfln 5 and 10 year: historical qrnwth rate11 in divirlenrls and 

P~rninqs ocr ~hare for its sample of cnmnanJPs durlnq the base 

yr:ar ranqes 'from 4.38 to 6.50. Median values for analyst 

forecasts from Value Line, Merrill Lynch, and I/B/E/S ranq~ 

from 4.00 to 4.80 ~ercent. The mean anrl median of the whole 

set ot:· 10 historical and forecast· estimates are 4. 77 and 4.57 

pgorcenl:, ce~pP.cl:ivelv. AUS USfHl the.<;t" moan and mP.rlian values 

in a two stage qrowth nCF analysis tO oroduce a composite 

qrowth rate of 4.63 peccent. AUS also determineR that actual 

fundamental qrawth from retention durino the base year is 4.59 

percent for the samrle. 15/ AUS's recommended orowth rate of 

4,61 percent, is the simple averaqe of these latter two rates. '!..2_/ 

Southern is the final utilitv comm~nt~r to makP. a arnwth 

rate recommendation. Southern recommends 4.01 percent based 

on the ~imnle averaoe oF three qrowth rat:e measures: !]) a 5-

VP.ar historical earnlno!'l per share IP.PS) qrowth rate of 4,011 percent, 

(21 a su~tainllhle (r.etentionl at'owt.h r-ate of J,fi~ flQrcP.nt, anrt 

75/ AUS rleterm!nen the ha~e year fundamental qrowth rate hy 
- multinlvinn the median retel'\t:ion ratio f,:HQ) hy the 

median earnlnq!'l-to-book ratio (14.39 percent) for itl'l 
samf'.le of comranias·. AUS makes nCI 11t:tempt: ~.o el'll:imata 
~rowth attributable to ne~ Rtock sales. In renlv comments, 
AUS recommP.nd!'l thi'lt. thFl r:omm!.c;1'iion rCiect the sv cnmpnnf!nt 
in princinle. AUS Rtates that when the market-tn-hnok 
rAtio is lPss than unitv, the c;v arliuc;tment l~ neaatlve, 
whi~h lowers the qrowth rate. AUS arnues th1lt thi8 tnwerinq 
of the ornw~.h rate lowPr~ the macket co!'<t of capital 
estimate at a time when the marketplace l.nd[catf'.R " need 
for C1r:"'1Mter C1rowth rate~. Thua, 1\U~ hel iP.ve~ t:hP f'ntflllds;;ion 
shout~ reiect the sv component. AUS RC at 10. 

1.!/ AUS IC at 25-37, ~che~ule!'i J-5. 

Docket No. ~~R6-l2-000 - ]I} -

(3) an T/11./E:/S average of analysts For'lC•lst.s of 4.33 nercf>nt. 

P.ach of these nrnwth rates urn calculatPrl on ~ cnmnanv-by-comnany 

basis and t;hen weighted by each company's total assets. S<"luthcrn 

arnuc.r:; that this wrdohl:ed avecaoe is a more r.epresPntatlvEJ 

indw;try t]rowth rate than the simnlf.! averaqP. qrnwth r:-at~. 77/ 

Cooperat-ives recommend a oroWth rate' of. 4.76 nrncont ha.sCd 

primarily on a kind of fuml<~t11ent~'t an_alysis lr:-eferred to as 

intrinsic.,) usinq data f.or:- thE> second half of the base ynar. 78/ 

77/ Southern JC at 1~-11. 

~I Coooeratives estimate the moan and mr:dian r:-eturn on common 
eauity {r) for their ~ample as 14,74 and 14.A7 percent 1 

rP.spectiv_ely. These valuor. are baseo1 rm Value Line 3-5 
year fnreca . .:;t~ durino the latter hal r of thP base year. 
The compaLable ~can and median retention rate~ (b) hased 
on Value Line [orecasts of enrnin~s anrl rlivirlends per 
shar.e-are~B and .29fi, respectively. Usino thefie mean 
and median value~ ~reduces retention qrowth rates of 4.39 
percent {.29A x 14.74) and 4.40 (.296 x 14.87). The mean 
anrl median values for the retnntlon Qrowth rate!'l rlerivt>rf 
from the distribution of individual comoanv calculations 
are 4.45 and 4.34 ner:cent, rospoctively. Cnopf'rati•n!S 
recommend a ct>tent!on qrow.th rate of 4.40 oer-cent !'.lnce it 
l~ the mid-noint af these four rfiffcrenl: nstimiltP,s. · 

To thin 4#40 percent retention 9r.nwth rate, Coopor-atives 
r.ecommend addinn a new ~tack financino ~t"owth rate nf .36 
nercent. Thi~ value i~ hascd on a new ~Lock qrowth rate 
(s) nf 1.30 percnnt and an accrP.tion f~ctor (vJ oF .2an. 
The mean and me~!an market-to-book ratio~ for. its sample of 
comnanlos aN! \.JR and 1,3q timm;: fnr th(> \a~.tnr half of 
the base vear:-. from the~P. values, an eaulty accn~ttnn rate 
(v) of .2R is estimated {1 - 1/I.JB or I - l/l.3q), ThP. 
arowth ratP. In OPW common stock (~l is tlet-~rmined by ~uhtract­
lno the rntent!on orowth rate of 4.40 pnrcent, ahovP., ~com 
the Value Lin~ foreca!';tS of annual qrowth in t.11tal common 
equity (G):----T'he mean anrl median values of these C: values 
are 5.75 t~nd 5,fiB percPnt, re~pecr-lvelv. !!~Inn thPse 
values rr.oduces new stock orowth rates of 1. 3"> and 1. 2R 
pP.rcrmt. 1'hr.o mPan anr'l m~rlian of ~.hP. rli~>l:ril<>ut.lon r:~f the 
sam~ calcul.1Unns made fr.u: Lhe individual c:o'llpimla!i {n l".hP. 
~~m~lw ara 1.~4 nn~ n,A4 nercent, res~r>ct-JvP\y. RasPd on 
l:hP.RI1 Four P.!'ltim<~tn!'i, Coopf!t"'atlvn-r. r~cm11mP.nrl u:>1inq a new 
!'lt.nck flr"l"'wth ni:t.P ,,f l.JO 1'1;'rCAnt anrl, thu.o:;, a nPw ;::tock 
financinrt t"tt·owth ratP t)f .16 percent. This r.at<o> 1 ildderl to 
thP. rfJt_f!nl"lnll nrnwt_h ra~n of 4.40, rr>;::ult'!'i in a 4.7f, ovr.rall 
rate. 
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For their 84 comnany sample, Caooeratives look: at hls~.orical 

data, analyst forecant~ and a twn-staae nrowth analy~ls for 

corrohnral:.ion. Cooperat.lves' ~stfm<1tes nf averaae 5 and 10 

year historical arowth rates in earninaA, dividenOA, anrl book 

value per ~hare ranae from 2,71 to 7.43 percent. The means 

and medians nf. ~nalyl'>t: fori.!casts from Salomon Arothers, Value 

~, Herd 11 Lynch, and Zack's. for the end nF the hase year 

ranoe from 4,0 to 5.31 oercent. Fin~lly, Cooperatives state 

t",hat the nro~o;th rate to us-11 in a const.ant qrowth DCF" model 

shoulrl he sr:~mewhere between their estimated ranqe of near-term 

growth ratPs (4.5 to 5.25 percent) and their ranqe of str.ady-st:ate 

arolo'th rates !).q to 4.2 percent). These latter ranqes are 

ha!!Pd on the averaqes of tho analyEt F;hort-tenn and lonq-t.erm 

foreca~ts for Relected company oroupings. 79/ 

GSJ\ recOI!I!Ilenrls a ornwth rate of 3.5 percent. 1'his rate 

is ba~Cd on {1) average concomitant growth in rlivlden~s and 

stoclt prices over 20 anrl 30 year- holdinQ periods oF about 3 

percent for '"loody' s Utility Index and between 3 and "' per-cent 

fnr unreoul.at.mf comp<'lnies and (21 an averaoe Merri 11 Lynch 

Stf!ady .<::tate earnings per share qrowth fore.cast' nf. 4 percent 

for uti.lltv companies durirlq thP. base year. 80/ 

~I Cooperatives IC at 109-135, schertulPs 12-15. 

RO/ GSA JC at·0-11, P.xhihits tl-V, 

,. 
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Tn P.eply Comrnents, commenters critlcb:(' t:he GSA analy!l"ls. !.!/ 

Nf;P araues that r.SA misunrler<;t-and!'i ~h<> ~.heorv unrletlvinn rti"c:nuntecl 

ca!lh flo~o; analyses wtv:-n nSA aroues thilt that roricP. qrowth mu"il: 

be com:ldt>red alonq wlt:h divh"lenil qrnwth in qrowth ratP. analV<leR. 

NF.:P state!i that t.he nCF model, as commonly U!H!il. inc'lrporates 

nrice nrowt"h hPcause future nrlces a~~ as~umPri to hn O~termined 

hy dividend arolo'th hevond th~ date of tho"n nri.ces. NEP al!'ln 

arouef'< that: the G:'iA rlat".a Is hia!'lerl hy H.f' chnice oF henlnn!.nQ 

and endinq dates and that. if 19R5 were inclurf<"!rl in the Analy.'iiS 

different conclurdons would re!"ult. r.l=:t a\s•1 !'ll:att>s th<Jt G!)A 

nrovide!'; little data In t.he recorrl tn support its concluf>irms. 

WhilP ."l~.atlna that- Its recommenda~.ion iF< hase.-i on 2£1 y .. ar 

hold[nq periods, GSA shows statl~tics relatina only to 5 ~nd 10 

year holrlina Of!riods. F"urthet"", SCF. critici7.os: C.SA for htH;fnQ 

H.s recommendation only an lena-term forecaBtS nf ornwth while 

·advocatinq l:he use o[ multi-.stane ncF mot1els. 

Tn Reply Comments, a second oroup of canf'Pratives (Second 

CoopPrativP.s} rAcommenO.s a arnwth rate of 4.1' pPt"Ct>n~.. This 

recommenda~ion comes from a funrtament;al analysis h~F<ed on an 

P.valuntiO:n of thP rfata anrt nnalyneR n~ t·he Tnitial Commpnt~ of 

other commentP.rs. ~/ 

81/ AtiS RC at 2R-31~ ERI PC at 2B-ll 1 NEP RC <'It 3-5: !1CF. RC 
- at.·6-10. 

R2/ l'i'econrt Cooperat-ives RC' at lQ-2<1. !=iecnnrl lnnntH·atlv~s 
prnlPct a rC!tPntinn ratio (h) nf .~o. a r..;:ot-.urn nn cnmmnn 
P.auity !r), of ·t4,'5 percf.'nt, J'l•new "stock !'liJll'!s qrowth ratP 

( FOOTNQTP. CnNTHHIP.n ON NP.XT ?Ar.F:) 

\ :; 
/ 
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Alfio in ReplY ComaentR, the WCG cu~tome~ qrnup stat.os 

that-. a orowth rate in excelis of. between 2.6 to 3.1i6 percent 

cannot hf'l. "}ust.lfiP.d. 14CG baaes this P.tatern~nt on sinolt> 

and multiple sta~e cro~th nr.F analyses where the qto~th rates 

incorporate clecllnes in e~nected rateR of return from the 

current 14,7 percent r~te. 83/ 

FinDlly, FA Staff relies solely on a forecasted fundamental 

analysis to support its recommended arowth rate of 4.60.percent. !!/ 

{rOOTNOTF. CONTINUED FROM PREVIOUS PAGE} 

{s) of 1.3 percent-.~ anrl an eauHv accretion rate rvl of 
.194, The {sl term is based on the Value Line oroiected 
common eauity arn>Nth rate {G} o~ 5.6 percflntl"ess the 
r._atentlon JJrowth rat;e of 4.35 percent (or .30 11> 14.5). The 
enuitv accretion rate of. .194 is hanerl on a mar~et-to-hook 
ratio of 1.24 times, ~hich SP-cond Cooperatives fitate is 
tl"if'!: influstry merHan for the year enrlinq .June 30, J9B6. 

83/ WCG RC at 9-16, ~ppendlces h-0. 

R4/ FA Staff IC at 2-ID, 14-22, and Attachments R, D and E. 
-- ThP componen~~ of FA Staff~~ fundamAntal analv~is -- b, r, 

Rr and v -- are ,30, 14.25 1 1.3, and .194, respectively. 
ThP. r~tPntlon r~tio lh) of .1n j~ ba~e~ on (l) mean and median 
nayout ratios for J~ly 1986 of .69 and .6A, res~ectivety, 
{2) averaoe oavout ratio"> for the 19Rl-l9R5 period of .747 
to .721, and 13) Vatue Line proiectlons durinQ the fir~t 
half of l.qn6 ryeneratly between .69f; anrl .?Ofl. F'A Staff'.s 
projected rate of l:"eturn on ccmmon equity frl Is based on 
it.~ review ~n~ ludoement of (1) Value Line 3-5 year proiec~lonR 
qener~tly between i4.7 and 14.9 percen~2) a Ouff and 
?help!i pn~dlction of a deci.Jne In "earned rates of return, 
{3) an attrition analysis finding tha~. earner1 rates may he 
.6 nercentaqe points below thP current avnr~qA allowed rate 
ol; 15.2 oercent, and !4) <'I "sustainable rate of retur:-n" 
analysis which or~uce~ a rat.e of t4.R3 rercPnt. The n~w 
commQil stnclo: orowth rate ( s l of 1. 3 percent L'l hano1t on a 
Value Line farP.ca!!tl"!rl common t>:nultv ornwt-h cat11 rr.) of '5.& 
percent lens th~ above-determln~~ r~tention qrowth rate of 
4.3 J1Prcent {or .3~ x \4.25), Final tv, P~ Staff e'ltlmates 
the averaqe market-to-bQok ratio r1urinn the b~ne yn.lt"" ts 
1.24 tl.ml?'s anrl rno!P.ct." an P.nultv accretion fnct:.or {v) of 
.1q.4 {or I- l/1.2-4). 
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c. Analysis and Flndinos 

In the pr~viouo neneric rate nf return p~nceedinq {Docket 

No. RHOS-19), thn CommiRsion e~;t.imated the eX!"1P.CtP.rl qrnwt.h rate 

during the vear emHnq June 30, ·1995 to he 4.5 percent. ~/ On 

review of the recnr~ In thili prnceedinQ, the rommis~inn finds a 

4.~ percent rate estimate anprooriate ~or the year endinq June JO, 

l9R6. 

fn evaluatinq the qrowth rate questinn, the Commission 

follows the name qeneral approach it u..,;prl in !·he !'lrevinus 

generic proceeding. In fact, a ivan that few of the underlyinq 

facts have chanqed over tho cour~e of the ~a~t. y~ar, much of 

that analysis still applies. The Commisnion review~ and 

evaluates the recommen~ations of thP. comm~nte~s. Table 2, 

above, summari~es these recomrnendatinns and ~e.o:;cribes the 

bases for them, The Commission alr.o reviews and evaluates 

the data underlyino ccmmenters' recommendations f~r use in a 

funrlamental analysi~ and a two-~tone nrowth analysis. TahlP. 3 

catenorlzes this raw data for comparison purposes. The Comrnis-

!'lion considers both hifitorical and forecaRt.. r'lilta rt>levanl: and 

u!'leful for t.heRe analyses. fl.s the Comrn[ssion stat~~ in the 

lar;t prnceedinq, "all relpvant ~<Jta ~houlrl he u!'ift~ ant1 <~nY 

}lflroarcnt incrmlilstencios cxplainf!d tn the e"~Ctcnt. t"losslhle." ..§.£./ 

!!l!l 51 F"E"d. Rea. ilt 3<15, 

!16/ !!!· 
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T_,h\P. ;1. qi'lw Grnwt.I-J Rl!tn fl,ll";;~ 

! llatr!nl Typ~ of Rat~ \.ommentflr J 

1---------------- Historical OPS Growth RZ~te<; -----------------1 
\ 5,75 ~-year menian ~UR / 

I 
s.:n/':1.5".! 5-year I'IP<!n/m<>rlliln P.F:t I 
5.~6 5~vear mP.dlan NP.P 

I S.fid 5-year mr_,n Connerativrn ~ 

I 4.~3 10-v~ar m~d(an AUR I 
1 'l.'lR/5.3) 10-VI!'l'lr T:H•a'n/mPrlian F:F:T I 
I 5.Hi 1.0-vear nu~ctl<">n NF:t' 
I 5.JO Hl-ynal:'" mean Coooer..!l~.\v<:!1l 
I I 
/ 5-11-~,dS ranry~ n~ m~rllan~ For PEPCO I 
I Aelected timP perlnd~ I 
I - A!'!P text I 

1---------------- Hbtorical EPS Growth Ratn!l -----------------~ 
I I 
I fi.S(l 5-y'!ar medlan AilS I 
I J.ru/1.18 5-vear m'!an/mcrli.:~n EET I 
I 4.nr, 5-ynar averaoe SnuthPrn I .7.AJ ~-yP.ar mPan Cnnperat.iven ~ 

1 4,)R 10-yeat" mP-cHM AilS I 
I 5,]11/5.31 lfl-VI'lar mean/median F:ET I 
I 5,15 10-vear mel'n CrYJTU!rat.!v;,!= I 
I I 
:------·------ ,,.. ~::;r:u:d:::;:~l Gmwth Rot"-' ------------~ 

I ~.'i'l {,3!~1{14.39}~ no sv term 1\1!5 I 
1 5,\ 4.nn + !1~71{.laJ f:F:-I 
I 4, 59 llr- onl v: n11 .other <tat .!I a i ven tlf:P I 3.fi'i br nnlv: no other r\at-1 oivi?n Sout.her.n I 

1------------- Proiectr.d runtlament:al Growth Rates ------------1 
I I 
I lhHrl • I!'1J(v) I 

J ':i,2 S.tn .1. {.75Jf.1GJ P.F:T / 

I A.76 1,297)(14,Rl • fJ.)}{.2~l r.00~P.rativP.N I 
4,60 {,30)114.5) + IJ,J)I.I'J.!.l !'iecnnrl Cnnno>rathmo; 

t .<LfiO {.3!llf14.2SI + II.ll!.l9.t} rA ~t.af.F I 

~ - Cnnt!nurrJ - l 
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Tllhl~ J. Ra~lc Cirowt.IJ Ratf' nata lcnnHnu.,rll 

I I 
I !<ate!~ I 't'yne of ilate Camm!!nl.f'.l'" I 

1 ----~----- Analyst Ncar Term forecast~ -----------------i 
4.45 t/n/P./S median ~ur, I 

! 4,3/4,0 T/0/F:/r. mean/median f.P.I I 

I 
4,33 t/A/F/5 averane Southf't:n 

· 4. 73/4. 67 'lack's ml:'an/merH;,n C<:lnnerati vl!'s ~ 
I 4.50 ValvP LinP O?S medl;,n AtlS I 
I 4,R/4,9 Value T.ine fl?.!i m~an/mPrllan P.F.r I 
I 6.0 V11lve Line DPS merll;,t'l Pr.rr:o 
I 4.94/5.00 Valul> Line ors mean-/me.-JJan Cnnno!t".lt.i>H>'i I 
I I 
1 4.38 vaJup Line f.?S median AUS I 
I 

4,2/4.4 Va1ue I.[ne P.PS !ll'!anjmedi.:~n P.F:l 

4.80 Merrill Lynch OPS f!ledl..,n 1\.tlS I 
4. 9/4. R Merr i 11 Lvnch l:lPR rnean/l'lnrl I 11n EE:I !. 

J 5.4 H'errlll r.vnch nrs median PP.PCO I I 4.7l/4.QO M~rrill Lynch OPS mean/m~rllan Connrratlves I 
I 4.RO ~errll! Lynch EPS median All~ I 
I 4. 7/4. A Merrill Lynch F;PS mean/rrwtl an ETI J 

I ,. I 

I 5." 3/5. J Sal rnnon Rrothers' Norma 11 T,fl'rl F.f:T · I 
Gio~th me~n/marlfarr 

I 5.5 Salomrm Brother,;' NnPT~all1:!>1l nr'PCO I 
Growth medJ_,n 

I ~.Jl/~.00 sal6mon ~rothe~s' N~rmali~~o Cnoperatlv~s I" 
Growth mean/mPIHan I 

I I 

1 ~---~----------- Analyr.t Lono Term for~ca~ts -----------------! 
I 

I 4. no M~rrlll Lynch Str.arlv !ita te All,<:. f 

I r.os metH an I 
4,01l/.t.00 Merrill f.ynch St;eo!!dY Statr \.nnfit>r:at.iv~~ [ 

P.P~ mean/martian I 
I 4 .-oo Merr-11 1 r.ynch st:ea('!y State GSA I -I P.PS avera11e I 
I I 
I I 
' nps = ntuir!.,nrfr.: f'~t" o;harr• ., 
I P.PS n r.nrnlnq~ ""''" ~harr f 
I -··----- I 

'I 

·-- ./ ·' 
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The Commission also rP.iterates t.he fotlowlnqi 

The det~rmination of the qrowth rate involves 
substantial iudqwent on t.he Commission's 1"\Ctrl:. 
~-Jh I te the r.omm1ssion' s J1P.rsoect i ve is dl f feren t 
(rom that of a securi~y analyst or a prospective 
~t.nck buyer, it has the same data avail~hle to 
it. It: must. infer from that data the exoecta­
tion of investors on the future orospects of 
comnanies fmnlied hy current mar"'et prices. 
Th~s, the Commisnir.m's analysis is no more 
orecise than anv·other iudomental exercise. 
The Commisslon's analysis therefore determines 
a ranqe· for the qrOwth ratP. baserl nn the he~t 
available data and within the context of each 
analytical annrn~ch used. The Comm[s~lon must 
then decide on a npn~ific r.atc within that 
ranqe, R7/ 

At the hiqh end of the-ranae of orowth rate recommenda-

tlons, l:he Cnmmission f'inrl~ those of Pf.PCO and NE? excesRive. 

Those recommendation.'l are based primarily on pa$1t trP.nds in 

dividends pe[. share. flowever, a!> in the last proceeclinq, 

analyst. forecast data, tn which the Commissir:ln places areater 

crertPncP., l'luoqests l'iianificantlv lf')WF!r arowth :In both the near 

term and lnna term. Obviously, simple extrapolation oF past 

trPn~s iR not arteouate in current times. 

PEPCO corrohorates its recommendation with analyst forecast 

data !'iuqqe<;tina a ranqe of. 5.4 to 6.0 nercent. Flowevet:, these 

!'lata are suhstantlally dif.fet'~nt than the comparable rlata of 

othor commenters. ThL<; ~uoqest,.; that the S!1'aller samnles of 

companieR used bY Pf.PCO for its analy ... es is unrepresentative nf 

the indu~try ar. a whole. 

!2_/ Id. 
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NEP pre~ents a has~:> year retention nrowt:h rate '"hr" calculation 

nF 4.59 oercent in addition to its historical rliv!d~nd ner ahar~ 

arowth rater;.. This liocs not support a 5 to S. 5 percPn~. ornwth 

rate recommend at iorl. 

At the other P.nd of the recommendations are thosP. of GSA 

and WC:G, N'otwit:hRtanrlina tht> criticisms r-hal: cou1d hr! malie as 

to the spec{f_lcs {Ot" lack thereof) of the approaches ,,nrl <ial:a 

these commP.ntE!rs uRed to SUJ1flr)rt. their recommenOatt'1n~>, ~/ t-.he 

Commission helleves that the pr<>J"'onderance of ~"ict~nce in this 

recr:lrd sunp<'lrtn a orowth rate In excess of 3. 7 per.cent. 

In oeneral, th~ CommiRsinn finliR no aporeciable chanQes In 

the various mea"'ur.as of the arowth rate he tween the 1 ast 

prncee~fna anrt the current one. The 4.fi Percent rate arlnpt~d 

here is within the r~nqe o~ 4.3 to ~.7 rerc~nt Found rea~onahle 

in the last proceedinq, the same r.anae which the Commi'lsi~n 

helieve~ is rea~>onable for this procP.ed.fnq. The Commi~;s.ion's 

BA/ WCG preflents a gtatistlcal study which is purported to he a 
-- two s.taoe qrowth analysis. Rase~ on the ~cant \n~o~ation 

provided, it loolts more tike it incornoratefi annual chanqes 
in the ~;~rowth rate rlurino the fl rs~ S vearR. Fur.t~r>c, th~ 
l'lo<1e.l gives counterlntuitlvP. renults. For eJo;ample, ~1CG'a 
stu~v hf>qins with a r.f'!t;.ention or.owth rate fh x r) of 4.41 
p~rcent (or .30 x i4,7) which 1PcllneR over 5 year to 3.66 
r.u'!r.cenl:. {nr .JO "' 12.2} hut, ,,ccorrtino to wee:;, avert~oe!= 2.6 
nercent. ~CG's study a}fiO shows nenAtive qrawth in dividend~ 
anrt earnlnqs nvqr t:he F(r.st 5 vear!" hut a 5-y<::'<'lr book value 
J11H share orowth ratE' of 4.1 percent anrl t1 5-year "b x r" 
nrowth rate of 4.0 perc~nt. RecauRP. of the inarteouatc 
suppor:t fnr the study and t.he ouest". ions that arl <;e (com 
re-vlewina tt. the Comrnlf>!:dt~n ol<!ce~ little nrohative val_uP 
on il:.l'l result:>. WU:h >:e~pecl; to thn GSA analvsiR, the 
C0rnmiF<~Inn QftnerAtlY concurs wlth t.h<;! crttlr:l~mR marl'e hy 
r.ommentPr;!';, 
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iudomPnt as to which rate to adont within this ~anqe in influenced 

by the fact that three of the 10 commentP.r~ that made orowth 

rate proon~als recommenrled 4.6 nerc~nt. The fact that three 

commenters -- AUS, Second Coonarative~ and PA Staff -- represent 

cUfferent interest!'> in t.hiR proceer'lina lends credence to the 

rea~onableness of th~ Commission's determination. 

Yn t.he Commir;sl.on_1 s fundamental analySis for this proceed­

inQ, the elCPP.,cted orowth fro"' ea'rnings retention i:lay have 

fallen ""tiohtlv, hut_this rerluct.lon llPPe-ars offset hv an 

increase in t.he expected Qrowth .from' new stock sales-. With 

rli'oarrl t:o t:he Commission 1 s t:wo-staoe orowth anal_y.!;-!5:, none of 

the unrlPrtylnci data used to support the analysis of the last 

proceedino has chanaerl in anv mea~urable OP.Qree. Tn the last 

nroceedlna, _,hh;torical 5 and 10 year DPS qrowth rate estimates 

of commenterR ranoed from 4.5 to 5.6 nerc~nt, wJth the mainrity 

nf estimates in the ranee of 5.2 to 5.6 percent. Tn this 

ru:ocflPdinn, thP elitimates ranne aent>raJl\r from 4.6 to 5.6 

rercAnt with the mil1orlty ln the 5.2 to 5.1) percent r.'\OQe. 

.lust a~ thP rtal:a in thP. laRt. Drocaedlna lndicatet1 a whiP. ranqe 

of historical 5 and 10 year F.I'S orowth rate estimates (5.3 t-n 

8.9 percentl, the clilt:.il in t.hl!'l !'rciceec'lino ~U!]Qest:s n wide ranoe 

{4.1 to 7.R percent). Tn the la~t nroceedinq near-term analy~t 

frnecast~ ranoed frofl"l 4.2 to 4.9 J"lP.t:cenr. Tn thl!'1 pr-ocnedino, 

the ranoe ls aP.nerally f'rom 4.2 t6 ·s.o percent. 
i,. 

i 
/ 

• , . 

Finally, tl1e 

/ \ 
/ 
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average lona-t:P.rm analyst forecast (MP.r.ri11 Lvnch's Steady 

State EPS arowth rate) is 4~0 percent in both proceedino~. R9/ 

Th~ Commi~~ion'~ funrlanien~.al analvsifl !lUqaestFi a lono-term 

rxpected qrowth rate of ~.7 percent. T~e com~onent5 nf this 

analysis are addr.essed in turn below. 

Fo"lr the· retention ratio (h), the· Comml!;'sion sef!s no n~a!;OO 

to denart from the range of .2R to .32 tl-).at it adopt~d in the> 

last. proceeding-and the .30 valun as its hcl'it f!StimatP. ~Jn 

~arty han cxollcitlv recommenrlet1 a value nutsid~ this ranoe. 

Fl\ Staf:f shows _average retention ratios for it5 flti company 

sample of .279 to .317 durlna the period 1983 to 19R5. ~/The 

mean and median retention rat-.it:"l forecast:!= hy Value _Line har~nd 

on inrHvldual company d.3ta are .292 and .30, 91"/ 

1\IJS, which r1et:ermined an actual hase year retention ratio 

of .Jl9, arqu~s that a Value Line Proiection of hioher common 

noulty ratios sunportF> the notion of the retention iatio rlsino 

from its current level. 92/ However, F'A Staff. present;~ cnntrary 

Value Line d~t:a RuQoe!'tino that, .'\t: the enrl cof the hnse vear, 

Value Line reduced its proiecte~ retPntlon ratio from .304 tn 

_!!!/ Cf. 51 FP.d. Req. at 35Rt Table 3, -ahove. 

90/ FA Staff IC at 14 anrl 15. These valUes are calcutatert from 
F'A !"taff's rP.roortcr1 f'ayout rotii""IA nincB th~ retpntinn r<~t.:lo [s 
eou~l to one minus the payout ratio. 

91/ F'A 5taff: TC at:. 15. (f."alculat.-.rl from the reporten payout 
-- .ratios p~r ~reviou~ FontnotP.) 

92/ All:; ·1c at Jfi: 1\!IS nc at R, 

/ 
., 

·' • 
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,240. ~/ In the Commission's iudqement, n .JO retention ratio 

is a reasonable estimate of the investors' lonq-1-.erm el(flF!Ctat.ionli. 

The Commission adopts a ranqe of 14.5 to 14.9 percent as 

it~ be$t e~tlmate of the averaoe ~xpP.ct~d lon~-term rate of 

retucn On common equity, Since the use of any value vithin 

this ranqe cOmbined with a .30 r.etention ratio nroduces a 4.4 

nercent retention qrowth rate (rounded to the nearest tenth of 

a per.c~ntl, It t~ unnAcessary to choose any best estimate 

wtthin that ranQe. ~/ These values are supported by recent 

averaqe earn~n rates of ret~rn and by Value Line near-term 

forncasts of 14:7 to l4,q percent. 95/ It is also supported 

by the recommendat-.:lonli of Coor>erat[ves and Second r.noper3tives 1 

which are hased to a tarqe extent on the Value Line forecasts. 

i!l_/ FA fitaff IC at 15·. 

94/ The Commission h&lieves that the conversion of rates of 
- return on, aver_aae common enuitv -- thP. pr~rtn~lnant_ tvp_e of 

ret:urh data r~ferr-ed to -- to rate.s of return on boqinninq­
of-ye<ll;' cnmmnn crruity may st:ill be warranted for the DCF' 
model adoptP.rl by the Commission. See Orner No. 442, ~l Fed, 
Req. at 3.57. _ ftowever, since the maQi\ltude of the arliust­
ment -- about -40 basis nr.tiilts f,r· the ran(Je nl" returns 
consirlerer:l n~ason,,btP. -.- has onlY a T!li.nnr- imnl!cf on the 
rP.tention oro\ol'th rate once a rebiO.t:ion ratio is ado.nt~n, 
t.h i !'I issue I!"> Rut;mumert in the Comm i fi!ll_on 's crms idera t ion of 
the anProp.rlatP. expec.ted lonq-term rate of r:-eturn on common 
P.aui ty. 

IJS/ FA Staff, tC at io6 and 17. FA Staff's data ;;haws averaoa 
- E"az:-nen rateli of. return of 14·,<:; to l4·.q i"'udnq the la!'lt f:ew 

Ve~rs. Also, AUS presents a has~ year earned rat~ of 
return 'of 14.39 PP.icP.nt. Allf: tc at 36. 
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fA Staff pcoincts an exp~cted return of 14.2~ percen~ but 

the c.,mmb;~ion bP.liev'O!S that ~t,!s ratt> ir. not adP.I'JUIJ~ely 

explainerl or supf'!orterl by F'l\ Staff's data. q(,j Notwith<;tand[nq 

this criticism of FA Staff's low estimate oF the ~xn~cted rate 

Qf return-- which, if adopte~. woulrl only tower the P.Rtimated 

n~tenUc;m crrowt.h rate hy ilhqut 10 basi!= points -- ~he Commission 

is senr.lti~e to the effect of lower interest rater. and, with ~ 

laci, lower altow~n rates of return. The rPcnrrl In this proceerl­

inq suonort~ f:he n~Jtion that the high allo\o'ed ratf!s Qf return 

of recent y-earl'l are not expecteri to cont.inue inMef!nit<?ty. Thf! 

Commission hRlieves that the dcamatlc Fall in intere!'>'t rates 

over rRcent yPars 1 ref.lPcted in the Fall in the Comm\~Flion 1 <; 

quartf!rlv estimat~Js of. th-e cost nf ana henchmar" rate~ of 

return on common POUity, ar~ l!~~ly to be reflecte~ In lower 

allowerl rates of r-etur.n and, event~ally, in lower ear-nerl r<l~<?s 

of return. ~/ The5e trends lend Rome crenencP. to ~verage 

96/ ~A Staff. seem!'! to haVP. hQen unrtuly influenc€r1 ~V the chancre 
- in Value f.ine's proif.>cl:erl jnrlu1=trv av"raQP. rate of return 

·fromr;f:"9 percent {pnr is"u101 dat.en fi/6/8fil to lJ,I) Cper 
i~nue rl_ato;rl fi/27/116}. The appcnpriate basiR for the 
f'l(f!f'cterl return arP th~ avpr-aae PlCflP.Ctntlon!'1 nVf~r the 

97/ 

whole of the base year not thn exnectatlon_5 ilurin11 the 
l'asr. ·few rlav!'l of thL' year.. Th~ Value Line rah" of r~tur-n 
pr-oiectinn~ ~or the hasP. year prior. tp-rhe last \o'P.<1~ nE 
.Tune r.uomn~t !'lverllfle CICPP.Ctr>d ratf!s ahnve 14.5 for th.? 
year. The Commis!'1lon beli~ve~ that FA St~~F·~ conclu~ions 
frnm its <!l:tritlon ann· !1ustBinahle rat~ of' r<?l-.urn analyses 
are also ~nduly influence~ by proiected declines in earnerl 
rateR nf r~t,urn !'Iince all of t.he rlata indicatm; rate!\ of 
return ahnv<:! 14, 2'3 nPrCPnt;. 

Duff i'lnr\ Phelp!:i ren0r~"-"' that ~.lm averMlP. all.owtorl r:-eturn 
for 2':1 r11t:" orrl~r" ts~UPO in the. first hali nF InltEi w.1s 

,14,5 nRrcant. FA Rt~fF Tf at 1~. 
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expected lono-te~m r~tes of return below 14.5 cercent. ~ut 

the Commission sees little evidence that significant decllnes 

in rates of ret-u~n are actually oro:tected to any qroat extent 

in investor expectations rlurinq the base year. 

With reqarcl to the avcraqe elfnected lon{J-tern rate of new_ 

stock sales {s), the Commi~sion adopts a rate of l.l percent. 

This rate was proposed by th~ee commcnter~ ~nd was with{n the 

~anon of values used by a fourth. 98/ It is at~o con~istent with 

a pro_iected qrowth rate in aa\)"reqate common eouity of 5,5 to 5.6 

percent less the above-determined retention qrowth rate of 4.4 

pe~cent. 2!1 
The last component of the fundamental analysts is the 

averaae expected long-term eauity ~ccretion rate lv}, vhich is 

basad solely on the average expected market-to-book ratio. !QQ/ 

The range of recommenrted vatuea for "v• is .160 to .2~0 ~ased 

on a projecterl ranqe in market-to-book ratios of 1.19 to 1.39 

times. lQl/ The Commission adopts a value of •v• of .160 (roundP.d 

!!I 

.'!2_1 

Cooperatives IC at 119-120: FA Staff IC ~t 19-211 EEl IC 
at B-lB to B-22J Second Cooperatives FC at 20-21. 

EF-T IC at Appendix l2r Cooperatives IC at 120r FA Staff 
IC at 21: Sr.conM Coouerative~ Rr. at 20, 

100/ The term nv• is defined as one minus the reclprocal of 
--- the market-to-hook ratio. 

101/ eF.I TC at R-211 Cooperatives TC at 1191 FA Staff IC at 2lt 
--- Second Cooperatives RC at 21. 

( 

/ 
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to .2) near the haltom end of the ranee slncP this estimatP is 

based on prniections from Value Line. 102/ The other recommenda­

tion!'! ar~ ba!'lerl on actual market-to-book ration rlurlnq the base 

yP.ar. 

Puttina the above ccmnnnent~ together nrnduccs an estimate 

of the averaae exnect~d lonq term arowth rat~ of 4.7 neccent --

4.4 ~ercent rrom retention qrowth (.] tlmes .. 14.5 to l4.A nercenl) 

anri .3 p~r.cent from !>alf'l of new t:nmmnn shar-es (1.3 t.lmP.S .2). 

fn evatuatino the two-staoe orowth anal..yc;lR, the Commis-

sian reit<1rates that there har. been little or no chanq~ in t:he 

measure~ for thP year endlnq June 1qes to the year endlnq 

.June 1986. 103/ See Table 3, above. l.Q.!/ As a re~ult, the Commis­

sion'~ analy~is in Order No. 442 whJch u~ed a first staqe (5 

vears} qrcwth rat~ of 4.R nercent and a second staqe qrowth 

102/ EEl JC at 13-21. See also 51 Fed. ReQ. at 357. 

103/ The Commission finds little merit to NF.P'F critici~m of the 
--- use o( two-~taae mndels. The i~nue iR not one of ~ccuracy, 

as NEP putn it, hut rather one of tayino onen to the qreatent 
P.xtent pos,::lble thP imJ)llcations of t_he orowth rate recom­
mendations. The constant growth rate tn an assumption that 
~impl!fies the analvsi~. As such it l~ a cnm~oslte of 
differe-nt growth rata'> into ·the future. Jur;;t·'as lt is a 
worthwhile-. endeaver to br.nak down an~lvsts:' assumptions as 
to the factors underlyinq their expectations nf f.unrlamental 
9rowth, ft: is also helpt:ul to hreak Onwn the .assumr<tion:<> as 
to near term and Jnn9 term q~n\oi'th. There- clearly must be 
qreater confidence plac~n tn near t.erm qrovth foreca~t~ hur. 
that rloes not mean that they must he assumed to apply to 
the lonQ term as welt. The ohiect of the e~erclse is to 
make el(Ollclt that which is implicit in· orowth rate analy.•H?S 
~o that a more reasoned P-valuation is nos~ible. 

104/ Cf. 51 Fed. Reg. at 35R. 

/ \ 

·' •' 
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rate of 4.0 percent remains appropriate. The Commission deter-

mines a be~t eRtimate of 4.3 percent from lts two sta~e growth 

analysis. lOS/ 

In summary, the CommisRion finds the same range of qrowth 

rates as in the last proceedlnq -- 4.3 to 4.7 percent. The 

latter is based nrimarlly on a fundamental analyRis, the f.ormer 

on a two-staqe qrowth analysis. Within this rang~, the CommiRsicn 

adopts a qrQwth rate of 4.6 percent. 

105/ In liaht of lts understanding that the Merrill Lynch Steady 
-- St:ate f:P!i qrowth rate~ are qeneralty nroiecterl to apply to 

nerlods beOinnina 10-lS years in the future, the Commission 
analyzP.d the effect of. lengthenino the first staac tn its 
analysis. Assuming that the 4.1! percent first stage rate 
appliert, on average, for 10 years instead of only 5 years, 
the composite averaqe gro~th rate applicable to a constant 
arowth DCF modal is estimated as 4.45 percent. Alternativoly, 
assumina a 4.~ percent averaqe rate for the first 15 veara 
With the 4,0 percent qrowth rate beyond pro~UCP.S D compoRite 
averaqe qro~th rate of 4.6 percent. The Commission believes 
this further supports lts flndlna of a 4.6 nercent arowth 
rate in thl9 proceeding. 

Cooperatives present a similar two-stage qrowth analvsts f.nr 
comparison with their con~tant qrowth analyRin. Cooperatives 
IC at 140-146. These resultR are oenerally consistent with the 
Commlssion 1s. 
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5, Corroborative Evidence 

a. Introduction 

!n the Notice, the Commission requested t~at commenters 

support their market required rate of return e6tlmates with 

corroborative evidence. The Commission did not specify any 

particular types of corroborative evidence. Commenters were 

reaue~ted to provide comnrel,ens ive exp_l ana t ions of a 1. terna t i v~ 

models they propose alone ~ith their a~sumptlonR. 

few commenters offered corroborative ~vidP.nce. Tw~ 

commanters submitted risk premium analyses and two others 

suhmittert earnin~s-nrfce and earninqs-book ratio analvses. 

These studieR are summarized below along with other evidence 

t~at the Ccmmissf.on helieves corrohoratP.R its fimHnqa. 

h. Comment Summsry and Anslysis 

i. Risk Premium Analyses 

Two commenter.o; present risk premium analyses for. carrn­

bor:ation. 

AUS offers a collection of J;eVen dif.ferent risk Premium 

studies. ror each of thase Rtunies, the Commflnter ntatas 

that Lt adjU!'lt!l the resultina f"lremlum to place each on thP. 

same hasis, a Kbasfs compatihle with A-rated puh11c utllltv 

bonds.K The rnnqe of adlusted risk premiums iR from 2.6 to 

6.1 percent. ~/ 

!Qi/ AUS tC at 43-49, Schedule 7. 
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NEP Rubmlts two risk premium studies, which it refers to 

as ~interest premium• ~tudins. In these studies, averaQe 

ri!l;k pJ;emlu.ms over 1976-19H5 were estimated Fnc each of R9 

'electric utilities based on constant orowth DCF cost estimates 

and the yields to maturity for soecLfic bonOs of the lndivi~ual 

companies". This commenter used two ·different constant orowth 

DCF' models based on rlifferf:>nt. method~ For esti.matino the 

qrowth rates. The r.tudies pcorluced averaoe dsk prflmlum.'t Qf 

· 2.15 and 2.53 percent. NEP adds those nremiums to its estimnte 

of the avecage yield on the in~ividual utility bonds for the 

base year ended June 30, 1986 of 10.50 percent. The resultlnQ 

ranQe of investor return requirements· is from 12.74 to 13.08 

percent. 107/ 

WCG raises two criticlamR about cisk premium an~lysc$ 

qenerally. Firat, WCG states that th-P. accuracy of the rlsl:; 

premiums are dependent on the accuracy nf the cost oF common 

eouity estimates used to derive the risk premiums. S~cond, 

HCG claims that the premiums are not constant over time and 

that recent studies have shown that lnnQ tern debt may at 

times be inoce risKy than common eouity. 108/ 

In the last aeneric pcaceeding, the CornmisRion reviewed 

risk premium . .analyts:QS simtlar to some of those submit.terl hy 

107/' !-IEP .IC at 9-11, Schedulf!s E-B through E-10. 

l£!1 ·wcr. RC at 17-20. 

\ 
; 
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MIS and NEP. Generally, the Commission ouestioned the stability 

of risk premiums for recent years and the historical rclation­

!';hip between debt and PQuitY securities. The CommisNion 

concluded that it "is reluctant to' place any or-eat weioh~ on 

cisk premium analyses tn oeneral oth~r than those based an a 

simple ranking of. securities." !Q!/ 

The Commission is concerned with the validity of the 

specif.lc r{sk oremlums found in the AUS and· NF:P studie!i• 

Some of the same cctticism~ identiFied in th£> last ornceerllna 

apply to the studie~ prenared by AUS and N~P. In adrlition 

to those criticisms, the. C:ommhs!on believes that t.he rl!>lt 

prP.miu~s must be consistent with some DCP analvsis. llQ/ As a 

cesult, the AUS Rtudles that implv qrowth raten sioniflcantly 

above the level supported by the Commission's analysis are 

suspect. The Commission remainA concerned with the applicabil­

ity of historical risk oremiums. ThereFor.e, the ~ommissinn 

sees no mP.clt tn oursuino the technicalities of the var.ious 

109/.51 Fed. Reg. at 359-60. 

110/ For example, applylnQ AUS~s range of risk. premiums on A­
-- cater! hom1s produces reauired cate oF r.P.turn ·estimate~ 

from 13.1 to 16.6 per~ent. Given an averaqe dividend 
yield of 8.28 percent. tho orowth rate~ impliod hv returns 
in this range are from 4.7 to about 8.2 percent. As the 
ComrnL'>slon fintifl in f;(1ction Iti.R.4, above, there .Js no 
re~sonahle evtdence.supportino lana run industiv averaqe 
qrowth rate.-; much above S percent. The averaQe yiP.1rt on 
Moody's new A-rated puhlic ut[lity bonds is 10.52 percent 
for the year endina .Hme 30, 19B6. See Table 4. helow. 
Addlnq the ranee of cis~ prP-miums noted earlier -- 2.6 to 
6.1 pP.r.cent --to this yield nroduc8s a ranae·of ~F.'ciuired 
returns from 13.\ to 15.fi percent: · 

: \ 
I .. .. ' 
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I 
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studies submitted in this proceedino. 

While the Commission has concerns ~ith the quantification 

of npeciflc riak premiums, it continues to believe in the 

ranking of Hecurities based on relative risk. The higher the 

risk aseociated with a security, the hioher is the investors• 

return reouirement. Table 4, below, presents selected interest 

rates and risk premiums .for a wide ranqe of securities. ill/ A 

review of these rate~ in compariRon to the industry average 

reouire~ rates of return shows rates that the Commission 

believes are consls~.ent over timn and consintent acioss 

securities based on risk differences. The Commission believes 

the~e statistics corroborate its findlno in this proceeding. 

iL. Earnings-Price (E(Pl Bnd Earnlnas-Book (E/81 Ratios 

FA staff anrl cooperatives submitted E/P ratiQ analyAes 

identical to those they submitted in the last nroceerting. ~/ 

Both commenters provide estimates of the l~dustry averaqe r.tP 

ratio for compariRon vlth their OCF-derived estimates. These 

analyses are based on the notion that ~hen the price-hook 

{P/B, or market-to-book) ratio is greater than one, the E/P 

ratio. unr'lerntates t-he market cost. 

ill/ See Order No. 442 for a discussion of nominal and effective 
Interest ra.f".es end for methodR of convertino the rates to 
make them consistent. Since the Commisaion.in here mostlY 
concerned with the relative ranklna of th~ securities~ it 
does not make the conversions in this or~er. 51 Fed. Req. 
at 360-61. 

112/ FA Staff IC ~t 10-11, 22-24r Cooperatives IC at 147-152. 
--- ~ !1!2 Order No. 442, 51 F~d. Reg. at 361-62. 

., 
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Tahle 4, Selected IntereAt Rates anrl Plsk Premiums 

-----------------------------------------1 
Yellr ervHno I 

------------------------- I 
fi/30/R4 fi/30/flS fi/30/R6 I ---1 fiecuri tv 

Selected Interest Rates* 

TrP.asury Bills {New 3 
Commercia] Paper (New 
Tl:'easorv llQnds 

moni:hJ,,,. •·• ,, ••• 
3 month) •••••• ,.,, 

10 'tear Cnnst:ant Maturity .•.•.••.•• 
20 Year Constant 1-!at:uri ty, ••••• ,,., 

Moody's Public Ut.illty A-Rated 
Preferrer1 St-.oc:k •••••••..•• • .•.•.• ,. 

Moodv's Public Utitity Bond~ 
Aaa ••••••• , •..• , •• , •••••••••••• , •• , 
A a, •••• , ••.•• ,., ••.••••••••.•.••••• 
A •• • • • • • • •••• • • • • ••••• • • ' •• • • ' • • • •. 
Raa •••• , ••• ,,,,, •••• ,., •• , •• ,,,,,,. 
Composite Averaqe •. , •• , •• ~·•·•• •••• 

Yields on Recently Ts&ued Ronda 
Moody's ~ew A-Rated •••• ,,, •.. ,,, ••. 
Composite Averaqe, •. , .••••• ,,, ,· •••. 

9. 24% 
9,65 

n.11 
12.25 

12,R2 

12,R4 
13.44 
J3,fl0 
14. 41 
1). 79 

lil:.9R 
13.52 

Avernq~ ~arket Reaufred Rate of Return on 
Common Equity for Electric Util!tins: 

Nominal-Rate {using 420 Mo~Ql} ••• 15.2~ 
Effective RatP. {usina 442 Hodel). 15,90 

fl,7fjf; 
9.17 

n.1s 
11. Jlq 

12.45 

12.47 
13.10 
13.53 
13.96 
13. 27 

12.37 
13. l1 

14.73 
15.32 

I 
6.RH I 
7. 4] 

9.06 I 
9.J9 
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FA Staff also compare~ itR e~timate of the exoected E/B 

ratio {or rate of return on common P.ouitvl with its ocr-

derived estimate of the cost. This analysis is based on the 

theory that when the P/B ratio is greater than one, the F./R 

ratio overstates the market cost. 

AUS criticizes ~A Staff's E/P analysis primarily for the 

same reasons reported in the last proceeding. l!I/ 

In- Order No. 442, th~ Commission extensively reviewed 

the comrarable E/P studies. GenerallY, the Commission aQreerl 

with the criticisms made by AUS. !!!I Tho~e shortcom!nQs in FA 

St~ff's and Cooperatives' implementation of thiR corroborative 

test remain. 

~he record Ln this proceedinQ does not contain an estimate 

of the actual averaqe E/P ratio for the base year endino June 

30, 1986, As a result, the Commisnion will not evaluat~ the 

consistency of E/P ratios with the final determined base 

year's cant of common eauitv estimate. 

The E/9 ratio test was also reviewed hy the Commission 

in the last proceeding.~/ With·an averaoe hase year P/B 

ratio about 1.24 times, the E/9 ratio should overstate the 

ill/ AUS RC at 11-13. See also Order No. 442, 51 Fed. Reg. at 362. 

ll.!/ 51' Fed. Req. at 363. 

ill/ Id. 

;!- 1.·· 

·, 
) ,. J 
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markf!t reouirerl rate of return estimat~;~. IhveF:tors expRct to 

earn a areater return on the book value of their inveRtment 

than nn their market valuP.. The Commission estimates the 

lonq-term elr.flUCted rate of return r:m boo\.:. to be 14.3-14.8 

rmr-cent. These valueR exceed the final ·reoui.red rate of 

return estJmate of 13.03 percent. Thus, the E/R ratio t~st 

corroborates the Commission's ftnrl i no in this pr.nceed l nq. 

! 
.. \ 

·' .. 
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6. Flotation Costs 

a. tntroduction 

In the Notice, the Comml~sfon nroposed to use the flotation 

·Cost policy adopterl ln Orde~s Nos. 420 and 442: 

{1) ·utilities would be compensated only for issuance 

cofitS, such as underwriters 1 compensation a~d leqal and 

prlntinq feast 

{2) this cost waul~ be reflected in an industry averaqe 

~d1uStment to thF'! mar::-lcet reoui-rerl rate of return1 and 

{3} adjustments for flotation costs would be made 

t:hrouqh the followlnq f'orwula which reftectR recovery of. 

the averaae annual co~t incurred: 

••• 

where: 

k' 

f 

• 

fa 

{1 + s} 

flotation cost adiustment to reault-ed rate 
of return 

Industry averaoe flotation cn.st as a nercenta9e 
of offF'!rin9 nrice 

orooortion of new comrr.on stock aMoected to 
be lssucrl annually to tntal common eoulty 

The CommlARion asked commenters to submit estimates of 

the parameters for the above formula. 
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b. Comment Summary and Analysi~ 

ln the nrcviou~ oroceedino commen~ers addre~sed threP. 

primary issues. These same issues are cai~Pd in this 

proceedinq. One, whether the Commission should make anv 

allowance for cost~; other than iA!':uance costs, such as costfl 

rlue to •market pressure~ or ~market break.~ Two, whether 

the recovery of flotation costs should be ref.lectP.d in the 

allowed rate o~ return on common eouity or throuoh snme other 

method. Three, whether flotation costs ~hould be recovered 

throuah a fnrm of. current caRt rP.cove~v or a form of perpetual 

amortization. 

i, Type of Cost.s to be Recovered 

All commPnters who address recovery of' issuancP. cnsts 

araue for some form of recovery. 11!1 

A number of commentecs state that market pressure !ll/ 

occurs and that nuhlic utilities ~haul~ he compensated for 

these costs. ~/ Cooperatives state that market ~ressurc 

does not ex{st. 119/ One commPnter, NSP, reauests the CommlsRion 

to perform it!> awn study of markP.t nresAUI':'P co.c;tl'l. 

ill/ 

.!.!2.1 

ill/ 

l!Y 

AilS IC at 37-40; CGP. IC at 3-4: DE IC at S-7; F:EI JC at 
R-30; NP.P TC at 11: NSP IC at 4; PP.PCO Tr at A-13; Southern 
IC at 17-l9J UPL IC at 3-4; VEPCO IC at 2-3: FA Staff IC 
at 11-12: Coorerativeh rc at 92; GSA [Cat 13: AWW TC 
at 33t Second Cnoneratives RC at 27-28. 

~Market pres~ure~ caRt is the alleqed decline in the 
odce of a stock at the time of the new:'! nf a new issue of. 
<; tr)C\:., 

AUA tC at Jij: r.gr (Cat 8-30; NP.P IC at 11; NSP IC at 4-5: 
P!';PCO TC at A-13: Sou~.hern lC at tR; AWW TC at 33-34. 

Cooneratlves RC at 33-34. 



lN 
/'--

Docket No. HM86-1Z-000 - 64 -

Tn paat pcoceedinqB the Commission reviewed a numher of 

market pressure studies and f.ound that they did not demon~trate 

the existence of market ore~~ure costa. No new market pressure 

studies are submitted in this proceeding. The Commission 

finds insufficient evidence of market pressure to initiate 

its own study or to chanqe its policy reqarding market pressure 

costs. 

Two commenters t"aise the ieaue of market hreak. 120/ t-IE? 

states that market hreak costs exist and that thev RhnuJd be 

recovered. AUS is tl'!e only commenter to submit evidencf! on 

market break • .!.£!./ AUS claiml'J· that the •short-term• market 

varfabllity of the Dow-Jones Utility A~erage for the FJve 

years ending in 1985 was 3 percent and for the year endinq 

June 30, l9R6 waa 3.1 percent. 122/ 

In Order No. 420 the Com~is~lon f.ound that the theoret.ical 

argument made by WCG of an eoual ttkellhood of a market break 

•co~t· and a ma~ket break "orofit• wae reasonable. 123/ The 

Commls~ion find~ that the evidence provid~d by AUS Rhows only 

that utilitv stock p-r:ices vary, not that there is a market 

ll.Q/ 

E.!. I 

122/ 

AUS IC at 401 N&P IC at 11, 

"Market break• caRt la the alleqcd effect of the reduced 
pr!ca received hy a utitlty when it sells sto~k rturtn~ a 
period of. short-term market dectlne. 

AUS defineA •short-term market variability" as the ratio 
of the tow f'lrice for a qiven month to the hioh price of the 
prior two months. '" 

t23/ Order No. 420, SO Fed. Req. at 2l,R24. 

/ ,. r 

'• 
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break co~t.· The Commls~ion finds no evidence ln the recnrd to 

~uppoct a chance in it~ policy on market break coqtfl. 

ii. Method of Recovery 

flve commenters propose case-hy-case mP.thods of flotation 

col';t ~:ecovery. _!!!/ DE suqge~ts that current il'>suance costs 

and amortized amounts of past unrecovered iflsuance costs be. 

recovered as cost-of-service items. Cooperatives and Second 

CooperativAS proPose that only current (ssuance costs be t:cco~erert 

as cost-of-ser~ice items. 

VEPCO proposes that flotation co.!lts be recoverP.d throuqh 

a rate ba!'le adiustment but did not (}r6vide an P.xample of how 

the adjustment would be applied. 125/ 

GSA opposes a Qeneric annroach to flotation cost adiust-

ment, preferrinQ instead that costs he recovered u~ina the 

Commission's adiustment f.ornula on a caso-by-case approach. ll~/ 

The Commission addresned the issue of cnmnanv specific 

F.lotation cost adlu~tments in order ~o. 420, 1311 The Commission 

continues to b<?:liev£1' that an industry averaqe adiustment to 

.!1!1 

125/ 

DE IC at 6-7, V~PCO IC at 2-Jr CooperativeS IC at 
92; GSA IC at 13: SP.cond Cooperatives nr. at 27-26. 

VEPCO IC at 3. 

~/ GSA IC at ll-14. 

l!!l See SO Ped. ReQ. at 21,826. 

.. 
\ 

l 
~ 

I 
r 
I 

I 
I 
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the ma~ket required rata is the best way of dealinq with 

flotation costs: (1) they have a relatively small quantitative 

impact, (2} any <Jrliustment!:> at"e· s>uhiect to fot"eca!itlnq errors, 

and ( 3) ~ilerrecovery and unde,t"recoiJery of these costs hy 

individual util[tieR Ghoulc1 be offset over time~ 

lit. E'orm of Reco'verv 

Tn this prnceedina, a~ well as in the previous ~rocepnin9s, 

mo:<:.-t commenters who ntque for the perpetual amortization 

mothod also ar.que tl'lat the resultJnq flotatlcm cost adiustment 

he applied to all ~;qultv. ill/ 

Tn Order No. 442, the same arquments were.dealt with in 

detail. 1£11 Basically, there are two methods of recovering 

flotation ·costs, amortization and current cost recovery. The 

Commir.sion eKplained that tor new companies the perpetual 

amortization method and current cost recovery methods lead to 

the same recovery of. costs. Once the perpetual amortization 

methorl is ac1opte~, it must he continued and entail~ recnvery 

each year on all outstanding stock, Similarly, once the 

current CoAt reco~erv ls adont~d, it al~o must he contlnuQd, 

This method recove~s costs as they occur and overrecovery would 

result if. co~ta of past issues were recoverert each year. 

ill! AUS IC at 40r CGE IC at 3-4r EEl rc at 32-34; NEP IC at 
lll N5P tr. at 4t PF.PCO IC at A-13r Southern IC at lB-19: 
UPL IC at 3-4. 

!£!/ 51 Fed. R~a· nt 364-365. 
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Once either mnthod is arlonted i~- should be fnllowerl. In 

Order No. 442 the Commi~sion cho~e to continue using a form 

of current cost recovery statlno: 

When iust.if.led, the Commis!';ion has allowed 
flot.ation CCists in the past. However, It lg not 
clear \.lhether past recovery has been the amount 
that woutrt be permitted by elthec the cun~ent 
method or the amortization method. With the 
oeneric_proceedlnos, the Commission wishes to 
st.art with a clean slate, Thus, the Commission 
adooted a oollcy of current coRt rPcoverv in 
Order No. 420 and will continu~ this Policy in 
th~ current proceedinn. 1lQI 

The record in thl~ proceedinq does not Runpot"t a c~anoP. 

in thiR no]icy. 

c. Flotation Cost Adiustment 

As PXplainerl in Order No, 420, the fallow!nq formula 

determines an increment to the cost of common equltv which 

reflects, nn averaqe, thf> annualized amount of flotation cast 

incurred by the industry: ~/ 

,, 

where 1 

k' 

,. 
f 

( 1 + 5} 

flotation cost adiustment to ~eoui~ed ~ate 
of return · 

industry average flotation cost as a percentaoa 
of off.erino price 

s = p~oportlon of new common ~tack e~pected to be 
is~ued annually t.o. tot·a1 common PQUity 

_ill_/ Order No. 442r 51 Fed. Rea. at 365. 

.!1..!./ Order No. 420, 50 Fed. Req. at "2l,R2fi, 
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The ranqe of estimates for •f•, Issuance costs as a 

percent of. Qross sales price, are in a narrow ranQe from 2.05 

to 2.59 percent. ill/ The dif.ference.c: are due to the companY 

samples used in commenters' analyses. 

The Commis~ion finds the analyses of EEI and fA staff, 

which Include thP sa~e twelve new issueR, to be t~e most complete 

and adopts their estimate of 2.4 percent. 

The expecte~ Proportion of new common enuitv is9u~~ 

annually, Rs,• was found in the qrowth rate section (III.n.4, 

above) to b~ 1.3 percent. Anp1ying the 2.4 percent estimate o~ 

issuance costs, f, and the 1.3 percent estimate of new eaulty 

Financing, s, to th~ above formula, the Commineion finds a 

flotation cost adjustment of 3 basis points. ~/ 

ill/ AUS IC at 3BJ EEl !C at B-30: ~EPCO !C at l3: UPL IC at 2 
and FA StafF IC at 24. PEPCO performed a study of these 
costs between 1970 and 1986 and f:ound the avera~e y~acly 
cost to be 4.1 percent. It notes that the co~ts declined 
in recent years due to changes in lndustrv financing 
practices, more intensive competttlon a~ono underwrit~rs 
and higher per share stock prices. Par the year ending 
June 30, i9A6, PEPCO found a median cost of 2.5 percent. 

0,024(0.0131 
11!1 Flotation Cast Adjustment 

l ,013 

\. 
! 

/ 

n.oooJ 

. . ~: 

,. 
\ 
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7. Jurisdictional Risk 

Cancerninq the auestJon of whether there is a difference 

in risk hetween the wholesale and rP.tail operations of electric 

utilities, the Commission proposed to aOopt the flndino of 

Order No~ .442 that ther.e is no appreclahle difFPrcnce in risJt; 

~ue to this factor. l!!/ 

a. Comment Summary 

AUS and NEP sunport the Proposed findinQ that there is 

no difference in juridsiction.:H risk. ~/ IlPPA aroue:s that 

there are clift:erenceR in iurisdictional risk r'lun t,o rlif.fert>nces 

in rates of return altnwcd by diff.erent regulatory commissions 

and dlft:~rences in risks of orovi~inn differ~nt kinds of 

service. Jl!/ BEC claims that wholesale service is riskier than 

retail service hecau~e there is more risk due to uncertainty in 

the level of the customer's load Bince tho customer can serve its 

load ~rom other sources or from lts own qeneratton. lil/ WCG 

aroues that the r.ommission has recoonl~ed that lt$ ~ollcies 

with regard to Construction War~ in Prnaress (CWH') in rate hase 

result In a transfer of r1~k from investors ro ratepayers. 

]lil See 51 Fed. Reg, at 366. 

~/ AUS IC at fi01 NEP TC at lq, 

~/ APPA IC at 15-17, 

!12/ BF.C RC at 12-13 • 

"\ 



J'l 
-0 

Docket No. R~B6-l2-000 - 70 -

WCG argue~ that to the extent that different jurlR~ictions 

have different nollcies regardinq CWIF in rate base, there 

are differences in 1urisdictlonal risk. ~/ 

b. Analysis and Conclusion 

A 1.1 of the arguments made hy the commenters as to the 

eKiRtence of a dlfferenc~ in overall risk between utility 

operations sub1ect to this Commission's jurisdiction and the 

nonjurisdictional ooeratlonR of utilities have been raised In 

prior procecdinqa. No commenter has pointed out any change 

in circumstances whic~ would chanqe the basis for the Commis­

sion's prior findlnq that there is no significant difference 

in overall risk hetween operationn of utilities under the 

Commission's jurisdiction and nonjuriadictional operations. 

The Commission theref.o~e cnntinues to find t~at there 

is no sionificant dif.l:erence in jurisdictional risk. 139/ 

12!/ WCG IC at 6. 

139/ ~Order No. 442r 51 Fed. Rea. at 366. 
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C. Ouarterlv IndexinQ Procedure 

1. Introduction 

Jn the Notice, the Commis~ion pr.anosad the nuarterlv 

indexlnq procerlurn established in Order No. 442 as modified on 

rehearinq hy Order N~;~. 442-A • .!..1!!/ In that indexing prncf."dun~, 

quarterly chanqr.n. in the cost qf common enuit.y are l".ied to 

change~ in utility div\dend yields. The averaqe cost of common 

ooulty in inr'lexerl to the averaqe nf t;hP median rlivfch•nd vlrlrls 

for the two most recent calendar quarters for the companY 

sample. The benchmark r"'te of ret:urn on common enuity f;; set 

eoual to the cost of common equity except where the ouarter-to-

quarter- chanoes exceed 50 ba!'l{S point!'l. Th.us, the Quarter-to­

quarter chanqes in the benchmark rates of return arl+ ct~pped at 

50 basJs points. The intent of the cap was to smooth out 

fluctuations ln the benchmark rates of return an~, by imptica­

tion, all.owef! rates of return, over time. The inltlal benchmark 

rate established in each annual proceedinq is not suhiect to 

the SD basis point cap. 

The Commission requested comments on any chanqes that 

woutd impr-o~e the proposed tndexina procedure. 

2. Comment Summarv And Analysis 

whllP. ~orne comm~nters supporte~ the current indexinq procedure, li!/ 

other commenters suQqest:erl four klmis of chanoes: (1) t_he use 

l!Q./ See 51 Fed. Reo. at 36fi: 51 Fed. Reo. at 22,509. 

lH/ NF:P IC at lCJ: J;:EI RC at 5; NEP RC at 1'J1 BBl RC at St NEP RC 
--- at R: SCP. RC at 10. 
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of a period different than two ouarter~ to calculate the dividend 

yield applied in the indexlnq, {2} elimination of the 50 basi~ 

point cap, (3} the use of the car as a atriooer• mechanism 

which, ,when exceeded. wo.uld :cal(s~ .. the indexino procedure to he 

susnendcrl. and ·{4) an arliustment for channes in qrowth exp~cta­

tions in ·~drlition_,to adi_uSt.ment.ior.cchanpcs in the d(vidend 

Y~_eld. 

·a .. Th-e Six-Horith Dividend Yield and the 50 Banis Point Cap 

Twn cnmmenters ~upport the us~ oF a siK-month dividend 

vieid f·~r indexing bu( r~iect the 50 basiS Poin-t' cap. 142/ 

Three co~menters ~upport the propofied u~e of both a six-month 

Vicld and a 50 basi~ point cac. l!ll HINN recommends the use 

of the ave-rnqe dividend yield over the latest 20 tradinq days 

and WvcAD pr~noses the moSt recent month's average of daiJy 

closinq prices. 1!!1 VEPCO proposes a three-month period. ~/ 

The shorter time periods are ~roposed primarily to makP. the 

benchmark rates more current.- WVCAD, ln proposinq a time 

period shorter than two auarters, argues that the two-

ill/ 

ill! 

1!1/ 

ill/ 

FA Staff IC 251 Cooperatives IC at 153. 

N~P tC at 19; P.EI RC at S;"NEP RC at B1 SCE_RC at 
10.- EF;I ~l:atca that it ·"does not oh1~ct' to updatlna the 
benchmark with the industCy averaqe rlividend yield ustno 
the two most .recen~ auarters _of market data provided 
that the use of the 50-basis point cap be continu~d." 

~INN IC at-7r WVCAD IC at 10. In times of. "market 
ambivalenc~", WVCAD suaaests it mioht rronose a longer 
period, up to the most recent ouarter. 

v-~f,"co IC at 3, 

c ,. 
\ 
/ 
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quarter Qption (1) vfolah~s fundamental firiancial nrlnciples 

under1ylno thP. OCf method, {2) off~rs no more rate 

stability than the "cap" alreadY nrovirteR, and {3) results 

in less accuracy in the rates of return. 

Three commcnters state that a nerinrt lonqer than two 

Quarters should be used to calculate the dividend vield 

employed in the {ndexinq procPdure. ~/ These commenter~ 

propose US[no a tWelve-month period for thP VlP.ld fnr the 

follow ina reasons: {l) it reduces the mismatchinq of. t:ha 

time Frame used for the dividend yield calculatinn and 

the qrowth rate calculation, (2} it iR moie consistent with 

the use of a twelve-month rihddenfl yielct. in t-.hn liJ":'nual pr"ceert­

lnQs, (3) it provides a more stabln benchmark, ant:! (4) it 

minimizes the frequency of tke apnl!cation of the cap. 

Pour commenters express the view that the 50 ba~ls 

point cap should be eliminated. l!I/ CGF. araues that the cap 

prohihits adiustments tn the henchmark rate of return to 

reflect current market cQnrlit{ons. ~arcover, CGE argues 

that: since the cap 15 not a'?pl. ieri to the annual prncPerting, 

it should be eliminated From the Quarterly adjustrnE>nt. PF;PCO 

;~ants to i'lllandon tho caP but extend t.he nerlod for calculatinq 

the dividend yield front six months to twelve months. F'A 

t46/ MIS IC ot 51-59~ NSP tC at 'it PF:PCO IC at A-15. 

147/ CGF. IC at 41 PEPCO IC at A-15, and FA Staff IC at 25. 
--- Second rooperatfvr.s HC at Jl. 

.,\ 

i .. 
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Staf.f ar~ues that the use o( a cap is contrary to one of the 

qoals of the generic ratP. of t"eturn, nnrnely, 1more accurate 1 

rate of. return decision~. 

Other-commenters state that the cap is beneficial. 14B/ 

Cooperatives, however, support_the can only as a •triqger" 

mechanism which, when exceeded, would cause the inde~ina 

proceriure to be suspended and a new henchmar~ rate of return 

to be established. They araue that ~!w]hen larqe movements 

in stock pdce!'l and dividend y~·elds nccur., there is a CJOOd 

reason to SU!'lPoct that the growth rate in the constant 

q~Owth model may have also !'ligniflcantly changed." !!!/ 

As the comments demonstrate, the 50 basis ooJnt cap has 

distorted the benchmark rates o~ return by limitlnq adiustments 

that would retlect current market conctitlons, and current 

capital costs. Durinq 19B6, the cap vas appli8d to the 

second, third, and fourth ouarterly benchmark rate~ of return 

under Docket No. RMBS-19-000 to the point where it now exceeds 

the estimated market co$t of common eauity hy .R7 per.cP.ntaqe 

points. Although the estimated cost of common equity f.ell 

2.32 nercentaoe points durinq 1986, the cap limited the 

148/ AUS IC at 57-59: NEP IC at 19r NSP IC at 5; WVCAD tC at 5: 
--- P.Ef PC at Sr SCE RC at lOr Southern RC at 4, MINN 

believes that the 50 basis point ca~ should be used as a 
limit nn upward adiustment hut removed aR a limit on 
downward ad}ustments. MINN IC at a. 

149/ Cooperatives IC at l.'i5r .see also Southern RC at -4-5; 
--- Second Cooperatives R~ ar-!1-.---
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reduction in the hPnchmar~ to l.SO ~ercentaoe point~. Similar 

situations may occur in the future during chanqJna cost 

conri i t:ion~. 

The Commission beliaves that reconsideration of the cap 

is warranted. A presumption hehind the u~P of the can wa~ 

that it would not come into pl~y very often. The benchmark 

wa~ not Intended to diverge From the cost of common eoulty 

significantly or for very long perio~s. 

Thn us~ of a ~!x-month divlMen~ YiP.lrl r.houlrl rrovlrle t~e 

meaRure of ~tability that led to the 50 basis point cap, which 

wa!'l odqinallv couplerf with a t.hree-morith Mivillend y{f!ld. As 

evidence from three comments, the decision as to the lenql:h 

of the time pedod over which thP. dividend yield should be 

computed is a matter of iudgement. The ar9uments presented 

in th i FJ prnceed i no are not substant! ally different fr.Cim tho!'le 

present€'!c1 .in the previous procecdlnq~ and which the Commission 

has considered and evaluated. 150/ The Commission thus reaffirms 

the use of a si~-mont~ dividend vir.ld in the nuartP.rlv lndexino 

procedure. 

150/ See 51 Fed. Rea. at 357. 



..I::_ 

0 

D~cket Nn, RMA6-l2-000 - 76 -

b. Chanocs in Growth Expectations 

Some commentr.rs express the view that the Quarterly 

indexino procedur~ should reflect chanqeR in inveRters' 

arowth ~ate expectations. ~/ These commenters point out 

that, under thP. proposed procedure, the base year ornwth rate 

estimate is used in estimating the cost ol' common equity for 

periods UD to one and half years after. the base perle~ ends, 

They state that there {g. an inverse relationship between 

dividend yield and e~~ected qrowth. According to AUS, the 

changes over time in the expected qrowth. rate are so significant 

that the use of the hase vear's es.tlmated orowth rate, tooether 

with a more current dividend yield, results in a nmlsmatch~ 

that could lead to substantial er.rors in the estimated cost 

of. common ~qulty. This mismatch is said to prevent the 

undated return from ref.lectino current caoital market condl-

tions. ill/ 

tt should be noted that, in Order No, 420, the Commission 

found t.hat the lana-run con!'ltant growth _rate for t:h~ bae;e 

year endinq June 1984 was 4.3 percent. rn Order 442, for the 

hase year enrHno June 1985, thP. lono-run constant arowth ratP. 

was found to be ~.5 percent. In this proceedinq, the baAe 

ill/ AUS It 'at 57-59! NSP IC at 5-6J VEPCO IC t!t 3; OE IC llt 4._ 

~/ AUS uraes the Commission to adopt a method of tirne-mat:cherl 
(i.e_.,· synchronized) dividend yields and Q['owth rate~ ei'Jch 
wit;h a auacterly cap of 50 bas'is polntR variation. "1ore­

.. ov_e.r::,. AU5_ suo11est!'l t-.~at,.t:_h,e .~nd.e.xt.na hP. daM nuac:terly 
usfiiq a twetve-month moving lfverage. AUS rc at 57-59 • 

,. ,. 
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year con!'lt-.ant oroW'th rate i.:::: l'nund to be 4.6 pf'rcent. These 

small di(ferencr.R het~een the qrQWth ratP.~ for the threa base 

years arf' conslsl-:ent with th<! view that the industry's ex~ected 

orowth rate changes slowly. 

The Comml~sinn continues t~ believe that Investors' 

qrowth rate P.Xt:~ectatlons are rn1.~1:ivP1V stah1e t:tV<?:r t:h., lenoth 

of time at lssue. Tn addition, thP. specific proposals of 

commenters ta incorDorate chanqes in qrowth rate P.xpP.ct.ation!i 

intn an indexino procedure are inadequate. 

No new arauments are nresenb:~d wh lch woulr1 cause the 

Commission to mQri[f;y it!i position not to suhiact th~ arowth 

rate to tho Quarterly indexinq procedure; 11!1 

ill/ 51 Fed. Req. t!t 367-68. AUS claims that !'.he Col'lmission 
has ~isunder!itood its conce~n ahout the mi~mnt:chino of. 
the dividend yield and the qrowth rate. Qn the contrary, 
the Comfl'liSRion ha.s expressed its prnl:llems w[th dn~.erminlnq 
a proce~ure ~or updatlno the growth rate component in the 
ncr model on a auarterlv bas!R. The Commission ha!i also 
indicated that, in its ·;udqement, the elCpect:.ed ortJwth 
rate chanqes_ very slowly in cpmparison with the dividend 
yield and that it is not unreasonable to assume thP baso · 
year orowth rat!'! ill a ooorl· estimate for the oro\ol'th rate· 
applicable to the f.ollowino year~ The CommiRsion helie~es 
Its iudqement-has_been confirmed hy-the retati~ety modest 
chanaes in the orowth rates it has adopted in the f.irst 

,three annual ~roceedlnq~. 

\ 
..) 

·' " .• 
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0. Ratemaking Rate of Return 

1. Introduction 

The Notice souqht comments with reqard to a concept th~t 

the Commt.s_sf~n has previous'l(.-,iO?,n.tif.~e~· as the "rntemakinq 

rate of: return." In Order No. 442 the Commission described 

the r3temakin~ rate as the rate of return which. when applied 

to the particular rate base determined by the re9ulator.y 

aqency,, allows the electric utili tv to provide the Lnvestot"S 

with their effective reauired return. !Z!/ The distinction 

between the investors• e~pected return from a utJlity common 

,;tack anct the ratemaldng rate of return Ls based upon the 

recoqnitlon that the inveRters; rate of return from an investment 

tn a utility's common .stack· may be treated as havinQ three 

different components. The first comnonent is the payment 

~ecelvert as ~eturn on funds provided by lnvesto~s for the 

utllity 1 s r~te base. 

Tho second component of the inveAtors 1 e~nectcd return is 

thP. investors' return from the investors 1 reinvestment of 

dividend payment~ !Tiarte by the utility durln~ a qiven year, In the 

Notice, the Commi~sion propoRert to use the Order No. 420 version 

of the DCF model, which would not include, this r,econd componPnt 

In the henchmark rate. In Order No. 442-A, the Comm1F>~ion recognized 

ill/ See 51 Fed. Rgq, at 349. 

Docket No. RMBh-12-000 - 79 -

that it wa~ unnec~ssary to include thf~ component of return 

br.causc ~lb]y payino rtividends auarterly, the firm makes it 

possible For the Jnvestnr to reinve~t thP. divinendr. rlurinq 

the ye11r 01 1 thus "thf! f.irm does not have to pay out the income 

recrdvcrl from thl.<: reinvestment of rtividend~ since investors 

produce this income by their nwn actton~.n ~/ 

The thirrl com~oncnt of the r.atemak!nQ rate nf return concept 

in that a uttltty has an onnortunity tQ r.P.invcst intra-vear ~~tained 

ea~nlnns, which rP.duces the rat.e of return rat.epayP.r,; must nay t.o 

allow the utillty an opportunity to pay out the amount renuirert. 

The Notice cite~ the Commission's Staff tlepor.t which st.ate.'l that 

qin a fashion analooous to the investor~' opportunity for intra­

year reinvestment of. dividends, thP. flr.m can incr.P.ase incomP 

through the intravear reinvestment of itA earninas." ~/ The 

Notice concludes that "if the ratepayers paid in at the P$tlmatcd 

'payout rate' fof. return! the finn would have l:he oPPort..mity to 

earn more than it ls r~qulred to pay out." 157/ 

The Notice souaht comment~ on three auestions in cnnnectfon 

with the thir.rl component of the expected rate of return: fl) does 

a utility have an opportunitY to earn a hiaher. rate of rP.turn 

1211 51 Fed. Req. at ~7,052. 

ill/ Id. 

!2.Y Id. 
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than the Commission nllows throuqh the utility•~ ability tD 

~elnvest its intrayear retained earninqr. throuqh an incon~t~t~ncy 

in the way rate base is deflnect or estimated for coat of ~ervic~ 

Purposes or tht"ough some other mechanism; (2) if; the ut;i 1 tty 

doer. in fact hovP. such an oppo~tunity, what ~hould the Commlr.­

sion do ahr:~ut it; and (3) if It: is detP.r:mined that the allowed 

rate of return should he adiusted, how should this afl.iLHltment 

be accompli~hed? 15~/ The Commission commented that if wthe 

concept involv~r. the firm's intravear reinveAtment r:~f earninos, 

this determination entalln the empiricaL questions of how 

often a company compounds its earnings and at what rate.• 159/ 

In Order No. 442, the Com~!ssion initially adiusted the 

investors' effective rate of return to take account of the im~uted 

return comnonent from intravear reinvestment of retained earninqs. 

The adjustment waf'l referred to as the ratemaking ratR of return 

adiustment. 160/ On rehearing, however, the Commission ultimately 

ill! 

ill/ 

A Staff Report by tho Commission's Office_ of Requlatorv 
Analysis suqqested that not only is the firm's ~pay aut" rate 
of return "less than the. investors' effective reauired [rate 
of!- return fhecause of the oPportunity far the investor to 
receive income f. rom the reinves_bnent of. dividends], but also 
that the r.ate [of retu~nJ which ratepayers have to pay 
in iR teRs than the firm's required 1pay out' rate [of 
return].• 51 Fed. Reg. at 27,053. 

Id. 

1![/ See 51 red. Req. at 350. 

,J .. ( 

/-· 

\ 
'\ 

"' j 
/ 
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deciderl t.hat "there arf! il number r:~f unresolvflrl cuentlons with 

regar<i t:o same of the stated purposes of' the rate'"aklno cate 

of return.• ~I Th~ Commission determined then to ~rtopt instead 

tho model that it had previou!'=lY arlo[ltP.d in Ordec No. 420 1;ince 

that ~ortol eKclurlort from the allowed rate of return ~the income 

that finw~storsJ • expnct to receive frnm thP. reinvest-

ment of dividends.• ~/ At the same time, the Order No, 420 

model dlil not. lnvr:~lve att:emptino to exclurle from the allm·HH'I rate 

of return the return assoclatert witfl relnvesti.ment of r."ctainilcl 

eacni.nas. 

2. Comment Summary 

In response to the Notice, most of the commentecs oppo5ed 

implementation of the ratPmakin~ rate of return concert hP.yond 

the use of the Order No. 420 modeL The fotlowlnq are amonq tlm 

major Ct'lticisms: (1} the aprtllcation oF the concept renuir."eS thol 

assumption that retained earnfnqs are investnd netiodicallv in 

rate basef l§l/ (2) the concept in incompatible wfth the DCF 

method because the f'lCF' method ar<Rumes that the market pricP of a 

company's ~tack already reflect~ the investors' awarennsn ar the 

ill/ ·51 Fed. Req. at 22,500, 

.!..!~ .. Y Sl Fed. Re·q, at 22,50f!_. 

163/ AU5 IC at 53f .E:EI IC at 25, 

.. .. 
) 
I 
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fact that reinvestment of. dividends is occurt:"in~ or may 

occurl 1!!1 and {3) the concept Involves the unrealistic assum~­

tions that. the cash that accrues temporarilY prior to belnq 

paid out as dividends is reinvested at the allowed rate of 

return
1 

and the income from such investments is tax-free. ~/ 

Recause the Commission ha~ determined not to implement the 

ratemakln9 rate of rCturn concept heyond the Order No. 420 

mor1el at this time, the cciticlsms of the concept will not he 

dealt with in detait. · 

Some commenter9 do urge the Commission t-6 riroceed with 

the full jmplementat.ion of the concept as Ret forth in the 

Staff Report. FLA supports the concept oenerally but rloes 

not address the issues of imolementatlon dlscuRaed in the 

Notice. !!!/ Althouqh GSA aqrees wlth the concept, it would 

Rupnort adiust.lno the cash worklnq capital allowance rather than 

the allowed return. ~/ MINN takes a similar position. ~/ 

WVCAn discusses why lt supports thP. concept behind ad1usting 

the ocneric rate of return to recoaniz~ the firm's ahilltv to 

,!£!/ ~EC IC at 9J EEr rC at 24, 

ill/ NEP rc at: 16. 

ill/ FLA IC at 1-9. 

167/ GSA IC at-. 14. 

ill/ MINN IC at 9. 

.. 
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ndnvP.st intr-aycar ret_ainec'l earnlnr::rs, hut doe~ not address 

the isnues reqarding implementation l'iet: for.th in the NOPR, .!!2/ 

WCG as,;ert'l that the ratema1dna rate of return .r;houlci he adopted, 

but does not address the ouestion of how th~ concept should he 

implP-mented other than r.imnly to assert that the Commission 

~hould use a daily comnoundino model because a utility receives 

a po~tlon of its earninq~ every day. llQI 

3. Conclusion 

The commnnts an the r~temakino rate of ~eturn nur~o~t our 

conclusion that a number of issues r.eqardtnq the imrtem~ntation 

of ratemaking rat~ of return remain. These inclune such emr!~ical 

issueR as the aRsumptlons to be marie concernfno the talC tcP.at1nent 

of returns from reinvested retained aar.ninos, haw freouently 

Ruch ~arnlnos are to he compounded and at What rate, ann whether 

other aspects of the utility 1 q coAt-of-service arP. afFected. 

Commenters that favorably adrtress this !~SUP. have failed to 

provide adequate evidence foe resolution of thene Issues. These 

are formfdaMle ls~ues which we 1-u~Jieve are not suscertlble 

to re.!'fiJlutinn at thifl tlrne. The Commiflsion has therefore rtnter­

m!ned not to apnly the ratemakfna rate of return conce~t tn 

adjust the qeneric rate of return. 

~/ WVCAD tC at J2, 

11.!!/ WCG IC at 10, 
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E. The DCF Method/Cost of Capital Standard 

1. Introduction 

In the Notice, the Commission proposed to adopt the same 

DCF model as proposod and ultimately adopted in the fir~t two 

annual qennrlc rate oE return proceedings. 171/ It also reouestnd 

comments on whether there arP. reasons For the Commis~ion to 

depart from placin9 primary reliance on the DCF method.~/ 

2. Comment Summary 

rour commenter~ Question the Commisslnn 1s use oF the OCF 

method for purposes of datermininq allowed rates oF rnturn. 

Both APPA and AWW arque that a rate of return hased solely on 

the cost oF capital, which is what t.he ncr method-attempts to 

estimate, is inadequate and unsupportable, 173/ APPA arques 

that the cost oF capit3l is hut one factor the Commission may 

consider in establishing a fair rate of return. That factor 

may be outwelqhed by other factors, and in some cases need not 

be con8idered. !2!1 AWW contends that the allowe~ return on 

common eoulty •must enable the utllit.y to: til attract capital 

on reasonable terms, and (2) realize 5 return on book equity 

comparahle to oth~r enterPrises.~ ~/ 

ill/ 51 Fed. Req. at 27,050. 

lB_I Id, at 27,051. 

11 .. ~./ APPA IC at J1 AWW IC at ?.5. 

174/ APPA IC at J, 
.. '•·: 
"175/ AWw Ic at 26, 

... ____ ) c ,. 
\, 
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hPPA also argues, as it has in the past, that it is 

incorrect to apply a ocr based allowed rate of return to a bQok 

value rate base. 

APPA 1 s concern is that there is a fundamental 
difference between an economic rate of return 
and an accounting rate of return that precludes 
their use in thP. manner proposed by the Commission. 12!1 

rn APPA's view, there has been ~uhstantial research since the 

1970's which suppor~s its conclu~ion. 177/ 

AWW and AUS take a some"'hat dlf.F.er:-ent tack in raisinq 

ouestions about the use of the DCF method. According to AWW, 

the •ocF formula is premised on the assumption that the market 

orice oE the utility's stock reflects the stock's underlying 

value.• 178/ AWW argues, however, that recent studiea show that 

this a~sumption is a •mythM and that this •new evidence requires 

the Co~misslon to reexamine its proposed reliance on the or.r 

methodology.• 179/ The studies cited by Ai'JW call into Question 

the validity of the efficient market hypothesis upon which AWW 

contends OCF theory is founded. AUS also t;JUestlons the usef.ulnn!'iS 

of the DC~ mathod by arg~ino that "{wJhen it can be sho"'n t.hat 

significant uncertaio~J.es face the industry in the future, 

coupled with an couity market characterized by euphqr!c investor 

expectations which cannot be sustained, a ocr calculation of the 

.!2Y APPI\ IC at 7. 

177/ _!£. at 9. 

178/ AWW IC at HI . 

.!2.Y Id. 

'\ 

.. ·' 
'. . 
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cost ~ate of common equity capital should be qiven less weiqht 

than under normal circumstances.ft 190/ AUS reviews historical 

levels of price-earnings catiaa and concludes that •the market 

for 'cqult'ie's is substantially influenced by undue investor 

optimism which has resulted in an over-valued stock market.~ 181/ 

AWW also contends that the Commission cannot rely solely on 

DCF evidence because it nprovides no information about- \that 

comparable firms are ~arning on their book equity.• ~/ As a 

result, AWW argues that Rthe Commission needs, at a minimum, 

comparable earnings data to verify the results of its DCF formula" 

anrl proposes a comparable earninqs approach that would provide 

such data. f!!/ APPA raises a somewhat related issue by contending 

that "it appears that the Commis~ion does not feel a need to 

check the results of its methodology against other economic and 

financial evidence.- ~ Notwithstanding lts criticism of the 

DCF method, AWW sug~ests that lt caul~ produce a reasonable 

result if it were_modifled ato produce a market-to-book ratio 

eoual to that of unregulat~dr comparable risk companics.n ~/ 

180/ 

!!!.!./ 

182/ 

183/ 

ill/ 
185/ 

AUS IC at 16, 

Id. at lB. SCE also argues that the stock market is not 
~roperly priced. a SCE IC at 2. 

AWW rc at viii. 

~· at vili, 36-44, 

APPA IC at 12-13. 

l\WW IC at 19. 

., 
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Finally, APPA interorets •the Ccmmb;s!on's propo!'lal to 

Quarantee eKistlno eauity·holders the current mark~t cost Qf 

capit:al.K l!.§./ It:s flOSition in hased on the fact that. Rcurrent 

enuity holders in firms in competitive markets are not quaranteed 

the current market cost of capital on their investment~." ~/ 

APPA also claims that the Commmlsslon':> approach ''places nrimarv 

focus on the wronq qroun of investors.• Accordinq tn the APPA, 

the Commission !'lhould be concerned with Cr:Jmpen.<:atinq F!~i*'>tinq 

stncl;holders rather than potential stockholders. ill/ 

3, Analysis and Findings 

The Commission believes that there iB competlinq economic 

1ustit:ication for- re1yino on the market cost of capital as thP. 

standard for rate of. return decisions • .!J!.2/ NonethelPss, the 

Commission is prepared to take into account non-coat factor~ in 

settinQ an allowed rate .of return in an inrllvirlual car;e it cir"cum-

stances warrant. 

~/ APPA IC at 10, 

.!..!!21 Id. 

ill/ Id. at 11. 

1R9/ "Since by definition the cnst of capital of. a r-equlate~ firm 
--- represents precisely the expected return that inVc~tors 

could anticipate from other investments while bearinq no 
more anrl no less rLs~, anrl hlnce investors will not provirle 
capital unless the investment is expected to yield it5 
opportunity caRt of capital, the correspondence of the defi­
nition of the cost of. capltal with the court's definition of 
leoallv required earninqS aopears cle~r. Hope refer~ to both: 
commensu_ratc P.arninas and the nttract!nn of. cat'lital. TheAe t.wo 
approaches are harmonized when the allowed rate of return is 
set eaual to the cost nf capLtaP. A. L, J<olbe, nmt J. Read, 
,Jr. with G. Halt, The Cost of Capitelt Estimatino the Rate 
of Rr.turn for Public Utilities 119R4), at 21. 
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Al thouoh comparable earnin~s data has been offered he fore 

as corroborative evidence of the cost of capita\, the Commisoion 

has found fault vith lts use in this reqard for essentiallv two 

reasons4.!2£/ First, unlike the relationship between risk and 

market reouired rates of return. the r~lationshio between rink 

and account:ing raten of return is not clear. In other words, 

companies with hiah risk don't necessarilY earn hiqh book 

retut"ns, and vice versa for companies .with low risk. In contrast, 

investors will expect/require a high market rate of return 

from companie~ with hioh risk and a lower market rate of return 

from l~wer risk companies. Second, and more fundamentally, the 

Commission stated_: 

Accountinq rates of return are not 
rel table measuros of the current 
cost of capital, since they do not 
reflect the current market prices 
that are determined in competitive 
capital markets. !!!/ 

With respect tO A.?PA's arqument that "economic returns and 

accountino retucna are conceptually and numerically different," !23_/ 

the Commission notes that it has neve~ dl~puted this particular 

point. What th~ Commission said in Order No. 420 is that it has 

not been adeouately demon~trated why this fact makes it inappropriate 

to ·apply a DCF'.;.based allowed'rate .of return to a book value rate 

190/ 50 Fad. Req. at 21,1'123. 

ill/ 
192/ -.. 

I d. 

A~~A IC at 7. . ·-'~ 

,. ,· 

\ 
/ 
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base. !!!! APPA has nnt eKplained why the more r~cent literature 

it cites should chanae the Commis~ion•s vie~ of. this matter. It 

appears as if. this 1 i terature addresses the di ff.erences hetween 

accountlno an~ economic rates of rAturn and not w~ether the 

application of a DCP-ba«ed allowed rate of return to a book valu~ 

rate b.ose in a requlatory environment is [nanprooriat:.e. In any 

event, it is clear that mere citations to the literature are not 

enouqh to make one's case. As a reRu)t, the Commission finds that 

APPA has not offered any new evidence that ~auld cause the Commission 

to chanqe it~ approach to settinQ allowed rates of return. 

AWW offers some new evidence reqardinn the efficient market 

theory and its relationship to the OCF motho~. The efficient mar.~et 

theory is founded upon the proposition that "all relevant information 

is widely and cheaply available to investors an~ that all rel-evant 

and ascertainable infot"mation is already reflected in security 

prices." !!!I Althoul')h there have been some sturHP.s that have pointer! 

to flpeclfJc lnefficiencleFi that e~d!'it in the stock market, the 

qeneral proposition still seems to reflect rnainstro:::oam thinldno: 

The concept oE an efficJ~nt ~ar~et !~ 
astonish!nol.y fiimple and remarkably 
W"ell SUI"lfiOrtefl !"ly the facts • LeftS 
than 20 vear8.~qo anY suqqestlon that 
Aecut"ity investment is a· fair qame 
was qenerallV reqarden as bizarce. 
Today it Is not only wldelv accepted 

193/ 49-Ped. Reo. at· 2l,R2.9. 

ill/ See Brealey, P. and Myer~ s., Principles of Corpor.ate finance, 
;;i""C"Graw Hill lt9fl4f at: :!fiG • 

\ 
. . .. 
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in business schools, but it also 
pe~meates investment practice and 
government policy toward the ~ecurity 
markets. 195/ 

AWW cites some recent literature questioning the appropriateness of 

relying on a DCF fo~ula, specifically the market price that is a 

primary input tn such a formula. The Commiafiion, however, is unable 

to conclude from eo little evidence that the efficient market 

theory has been so ·disct'edited that one cannot n'!ly on the mat'ket 

prices of electric utility common stocks to reasonably reflect 

the cash flows expected by lnvestora. It may be that further 

research in this area will convincingly demonstrate that the 

evidence cited by AWW substantially undercuts the valid! tv of the 

efficient maLket hypothesis or the appropriateness of using a DC~ 

analysis to estimate the cost of capital. In the Commission's 

judgment, it is premature to make that finding now. 

AUS's contention that the stock market is overvalued is 

fundamentally inconsistent with the efficient markets theory. 

As evidence that the current market has overvalued electric 

utilities 1 common stock, AUS calculdtes a cost rate for utilities' 

common equity by dividing the recent 14.39\ earned rate of return 

on common equity by the 151.1\ market-to-book ratio. AUS compares 

the 9.5t result with current bond yields, and concludes that the 

result is too low. The Commission notes, however, that the 9.5\ is 

~~ Id. at 2Bl. 

.. 
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me~ely the industry avera~e earninqs-~r[ce ratio, which is not 

necessarily equal to the market cast of. caoitat. ~sneciallY when 

price-to-boo~ ratios di(fer from unity. All that can be conclud~d 

from AUS's calculation is that the market cost oF capital exceed~ 

9. 5'. 

With reRoect to APPA's concern that the Commission check 

its results In some way, it llJ'1flears that 1\PPA is concerned more 

with havinq the Commission consider evidence on why the co~t of 

capital is not the appropriate standard to use for rate of 

return 1feclstons and less with havino the Cornmi!>sion look to 

corroborative evidence on wh~ther the OCF-oenerate~ ~~t{mate 

of the cost of capital is reasonable. APPA's point seems to he 

that the usa of a co~t of capital Rtandard may produce rr.~ults 

that are inconsistent with the prevailing economic PnviranmP.nt. 

For exnmole, durino a recessianary period whPn unreoulated 

companies are ex.PerlencinQ earning declines, a cost of ·a capital 

standard mav support and perhaps increase utitttv r.arninos. 

While this may be true, it works both ways. Oudnq booll\ times, 

when unrequtated comnanie::~ .are IHtperifmcinp s.ianificant increases 

in earnings, a cost of. capital standard will limit:. utility earnin.Q!l. 

The fact o~ the matter r~ that unreaulatP.d companies may aarn loss 

than their co~t of canital during bad times an~ more than their 
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cost of capital during good times. This !a why the Commis~ion must 

also reject the modified DCF formula offered by AWW. By trying to 

force an eauivalence between the market-book ratios of unregulated 

companies and those of public utilities, AWW would have the Commission 

depart from a cost of capital standard. Moreover, its ~ h£s adjust­

ment is baaed on neither financial theory nor empirical research. 

As to APPA's concern that the Commission's proposal guarantees 

existing equity holders the current market cost of capital, the 

Commission thinks otherwise. Setting an allowed rate of return 

equal to the current cost of capital does not guarantee that the 

rate of return allowed will in fact be earhed. The e~rned r~te of 

return may be above or below that which is allowed and will depend 

on numerous f~ctors. Among these are whether the Commission finds 

reasoh to adjust the estimated cost-of-service for pur'poses of 

determining a just and reasonable rate and whether actual sales and 

costs turn out to be above or bela~ those used In establishing this 

,rate. In short, utility ratemaking does not qual:"antee that the 

allowed rate o.f return will be earnedr regardless of what it is 

based on. 

The Commission also disagrees with APPA that the use of a cost 

of capital standard focuses inappropriately on potential stockholders 

rather than existing stockholders. In fact, it is somewhat difficult 

to reconcile .this concern with APPA 's other concern described above. 

In any event, the Commissioh b~lieves that the consistent use of a 

' 

\ 
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cost of capltal Etandard over time is fair and equitable to both 

~x!~t!hg and potential stockholders. Not only has APPA not 

demonstrated otherwise, but it has not offered a superior substitute. 

\, 
. . .. / 
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III. SUMMAR¥ OF CHANGP.S IH REGULATORY TEXT 

This ruln make~ certain chanqen In thP. teKt of the Commfs­

slon•s requlatlons that deal with the qeneric rate of return. 

These chanoes reflect two decl~lonn by the Commission in this 

proceedinq. The first decision is to continue t~e advisory 

status of the oeneric rate of return for another year. The 

language oF S 37,8 of. the requlations in therefore beinq 

changed to refer to the first three proceedinqs rather than 

the first two nl:"ocPedinos. The seconrl decision is to l:"emove 

the 50 baslR point cap that has Pl:"eviously been part:. of the 

quarterly update procedure. The language of S 37.9(a)(3) Is 

thecP.fore beinq chanqed to eliminate the references to the 

cap. Section 37.9(a)(4) if> beinQ elim!ni!ted because it ls 

the so hasis point cap provision. 

IV. REGULATORY FLEXIBILITY ACT CERTIFICATIO~ 

The Regulatory Flexibility Act~/ requires the Commission 

to describ~ the impact that a proposed rule would have on 

~mall entitie8 or to certify that the rule will not have a 

significant economic impact on a nuhstantlal number of small 

entities. In the NOPR, the Comml~sion found that tho proposed 

rule would not impose any requlatory or administrative burdens 

on a significant number of small entities and that it waul~ 

~I s u.s.c. SS 601-612 (1992). 
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not require an expenditure of resources by such entitles. !221 

No comments were received on this finding and the modifications 

adopted in the final rule do not materially affect the earlier 

conclusion. 

Accordingly, the Commiss(on certifies that the rule does 

not have a significant economic impact on a substantial number 

of small entities. 

v. TIMING OP QUARTERLY UPDATES AND EFPECTIVE DATE OF RULE 

The Commission establishes a procedure which will be 

used to establlsh quarterly updates. The benchmark rates of 

return will be published on or before the fifteenth of the 

month following the close of a calendar quarter. 

Tho fll:"$t quarter following the flose of an annual 

proceeding will run from Pebruary 1 to April 30. The second 

quarter ~ill run from May 1 to August 31, etc. 

List of Subjects contained in 16 C.P.R. Part 37: Electric 

Power Rates, Electric Utilities, Rate of Return. 

In consideration of the foregoing, the Commission amends 

Chapter I, Title 18 of the Code of Federal .Regulations, as 

set fol:"th below, effective JD days after publication In the 

Federal Register. 

By the Commission. 

( S E A L ) 

!211 51 Fed. Reg· at 27,055. 

~1./k.J-
Kenneth F. Plumb, 

Secretacy. 
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Part 37--- GENERIC DETERMINATION OF RATP. OF RETURN ON COMMON 

EQUITY FOR PORLIC UTILIT[ES 

1. The authority citation for Part J7 continues to read a·s 

f'oltows: 

AUTHORITY: Federal Power Act, 16 U.S.C, SS 79la-B25r 

(J982): Department of Enerqy OrQanlzatlon Act, 42 u.s.c. SS 7101-

7352 (1982). 

2. Section 37.8 is revised'to read as follows: 

S 37.8 Tran~itlonal provision. 

The benchmark rates of return resultinq from the ffrst 

three annual proceedin9~ under this Part will be advisory 

only. During the advisory period, the Commission may take 

official· not.!ce of the benchmark rates of return in 

individual rate ~roceedlngs if they are not otherwise made 

a part of the record. 

3. Section 37.9 ia amended by revislnq paraqraph (a)(3) and 

remavinq (a}(4} to read as follows: 

S 37.9 Quarterly Indexin9 Procedure • 

Cal • • • 
(3) The benchmark rate of return on common equity for 

subseouent auarters prior to the conclusion of the next 

\ 

/ -- ,. ( 

\ 
) 

-
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annual proceedino will be set equal to the averaae cost 

of common equity for the iurisdictional operations at 

public utilities as determlnP.~ by the formula of paraoranh 

(a)(1) of this section. 

• • 

' 
. ' ·' 
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SAMPLE OF COMPANIES USED FOR BASE .YE:AR DIVIDEND YIELD CALCULATION 

Jlt l EGt!EHY POHER STSTE" 
JIHERICJIH ElECTRIC f'OHER 
.lTUNTlC: CITY HECTIUC: 
AZP GROUP IHC 
BALTIMORE OAS a ElECTRIC 
IILJIO: HJLlS CORP 
BOSTON EDISON CO 
CAROLINA PDioiER I liGHT 
C:ENTERIDit EUEROY CORP 
C:EHTIUIL ! SOUTH WEST CORP 
CfHTRAl HUDSON GAS & ELEC 
CEIHII:Al Ill PUBliC SERVICE 
CENTRAL LDUISIAHA ELECTRIC 
CENTRAl RATHE f"OHfll CO 
CENTRAL VfRKO!oll t'UD SERV 
CrLCORP INC 
CHIC:lNHAU OAS ll ELECTRIC 
CD*DNHEAL TH Ell I SOU 
CllHMOHWEAL TH EHEROY STSTEI1 
CtmSDlllMTED EDISOH of 10' 
COIJ:StmERS PDNER co 
DflW.RVA I"OHER I LJGifT 
DETROIT fOlSOM CD 
IIMUHIDH RESOURCES Uu:~VA 
Df'L INC 
Dtii:E POWER CO 
DUQUESNE liGHT CO 
EASTERN UTILITIES A.SSDC 
EMPIRE DISTRICT ELECTEIJC CD 
FITCH!IURO tiAS a ELEC LIGHT 
flORIDA PDDGRESS CORP 
FPL GROUP INC . 
GENERAL PUilllC UTiliTIES 
GREEII fUlUHTAIN POHER. COIIP 
GULF STAlES UTILITIES CO 
HAHAilAH ELECTRIC JHOS 
HDUSTGN lRDUSTiliES INC 
I E JNDt/STRJES INC 
IDAHO POWER CO 
Ill IIIOU POWEll CO 
INTERSTATE POHER CO 
IOWA RESOURCES INC 
IOHA·ILLHIDIS OAS a ELEC 
!PALCO ENTERPRISES IHC 
KARSAS CITY PC»>U & LIGHT 
II:ANS.lS GAS a El ECTII:IC 
ltiiNSAS PDHEil a LIGHT 
ltENTUCKY UTILITIES CO 
lGHG ISLAND LlOtHlHG 
LOUI!iVlllf GAS I ELECTRIC 

"· "· "· "· 55. 

"· "· "· S9.· 

"· "· "· "· "· "· ... 
"· ... ... 
"· 11. 
"-
"· ... 
75. 

"· 77. 
n-:-
"· Dl. 

"· 13. ... 
"· ... 
"· ... ... 
"· "· "· "· "· 95-. 

"· "· ... 
"· 

HIIINE PUllliC SERIIICE 
MIDDLE SOUTH UTlUHES 
IUDWEST EHERGY CO 
HINHESDTA PDWtR a LIGHT 
KQNTAMA POHER CO 
NEVADA POWER CD 
NEH EHOLAND flECTrUC snTfN 
NEH YORK STATE ELfC I GAS 
NEWPORT ELECTRIC CORP 
NIAGARA FtOHAHit POUEil 
NORTHElST UTiliTIES 
NDRTHERJI IHDU.NJ PUBLIC SERV 
HORTHEJIN STATES POHER-Jt» 
DtUD EDISON CD 
OI:LAHOHA llAS a ELECTRIC 
OftAWlE a ROO:.LAND UTILITIES 
i"ACIF1C GAS 8 flfCTIUC 
i"ACIFICORP 
PEN~YliiANIA P0&4Elt a LII:»tT 
PHilADElPHIA ELECTIUC CO 
POIHLAHD GENERAL CD 
PDTDMC ElECTRIC POWER 
PUIILJC SEIIIIICE CO OF COlO 
PUIILJC SERVICE" CO OF INti 
PUIILIC SERVICE CO ·Of H tt 
PUBLIC SERVICE CO OF H KEX 
PUIIUC SEB.VICE ENIEltPIUSES 
PllllET SOIJI;tD POKER 4 UOitT 
ROCHESTEII. GAS I ELECTIIJC 
SAN DIEGO GAS a ELECTRIC 
SAVAMNAH ELEC A f"OHER 
S,CAKA tOIIP 
SIERRA PACIFIC RESOORCES 
SOUTHEII:Id CALIF EDISON CD 
SCUTllERH CO 
SOUTHBUI JNDIAilA OAS a UEC 
ST JOSEPH LIGHT a POKER 
l'ECD ENEltOT INC 
TEXAS UTILITIES CO 
TMf> ElfTERPRISES JHC 
TUC:SDN t:LECTliJC PO~ CO 
UtUON ELECTRIC CD 
UNITED lLlUKIHATJMG CD 
UTA!! PONER I lllitiT 
UTILICDRP UIUTEO lUC 
NASHIHDTON WATER POWER 
HJSCOMSlH ELECTIUC PDiiER 
NJSCOUSlll PDUER I lllitiT 
NISCDNSIH PUbL1C SfR_VlCE 

I 
I 

51 
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UTiliTIES EXClUDED FROM THE SAMPLE FOil: THE lHDlCATED QUARTER 
DUE TO EITHER ZERO DIVlDEHOS llft A CUT IN DIVIIlEiiDS FOR 

THIS QUARTER OR THE f'RlOll THREE QUARTERS 

------------------------------------------------------- YEAR"IS 0\JARTER=.S ------------------------------------------------------

TICitER 
SYH&Ol 

CHS 
CTP 
FOE 
CPU 
lJl 

"'' "'" "" , .. 
"' 

UTlLITl' 

COHSUHERS PDJ.IER CO 
CENTRAL IUINE f'OHER CO 
FITCHDURO 011.5 I ElEC llta!T 
GENERAl PUBLIC UTILITIES 
LDNO JSLAHD LJGffTJNO 
HAJNE J'UBLIC SERVICE 
MIDDLE SOUTH UTILITU:S 
MONTANA P~ER CO 
PUBLIC SERVICE CO OF N II 

REASOit FOR EXCLIJSJOH 

DJIIIOEHD RATE HAS ZERO FOR TttE QUARTER EHDIHD D9Fl0,8.S 
DJVIDEHD RATE REDUCED Ill THE QUARTER EIIDIHO IZ"llJ'It, 
DIVIDEND RATE HAS ZERO FOR THE QUAiliER ENDtUO IJ9J'lD.-n5 
DIVIDEND R.UE HAS ZERO FOR THE QUARTER fiiDHtO 0Vl01'8S 
DIVIDEND RATE HAS ZERO FOR THE QUARTER EIIDINO 09tlP/B!S 
DJVIDEHD !lATE HAS ZERO FOR THE QUARTER EHDINO 1191']01'~ 
DIVIDEND RATE WAS ZERO FOR THE QUARTER EIIDUIO 091'lll.-'f&5 
DlVIPEHD RATE REDUCED 1H THE QUARTER EHDIHO OlJlll'll!i 
DIVIDEND RATE WAS ZERO FDR THE QUARTER EHOIHO ll'illDI'Il~ 

---------------------------------------------------- 't£AR::B5 QU~!RTflt"(t ------------------------------------------------

TICKER 
SYI'IIOL 

m 
FoE 
GPU 
lGE 
lll 

"" '''" HTP 
HI 

'"" w~ 10 

UTHllY 

CONSUMERS POWER CD 
FITCHDURD GAS I ELEC LIGHT 
GENERAL PUIILlC UTILITIES 
UNSA.5 OAS a ELECTRIC 
tONG ISLAND liGHTitiO 
H.UNE PUilliC SEilVICf 
HIDDLE SOUTH UTILITIES 
t!DNTAHA I'DHER CD 
NORTHERN IHDlAHA PUllllC SERV 
PUIILIC SEIUtlCE CO OF N H 

REASON FOR EXCLUSION 

DIVIDEND Rol.TE HAS lfRO FOR THE OUARTEII fNDU40 l:U3lt85 
DIVIDEND RATE KAS ZERO FOR THE QUARTER EIIIHIID JUllt85 
DIVIPEHO RATE KAS ZfftD FOR. THE 'IUARTER ElfDlNO l213li'B!i 
OIVlDEHD RATE REDUCEP IH THE QUARTER ENDING 121'l}.l"e5 
DIVIDEND RATE HAS ZERO FOR THE QUARTER EI\IOUIO ll.tllt8S 
DlYIDfNP RATE HAS lEAD FOR THE QUARTER ENDrNG lZI'Jli'IIS 
DIVJDfHD RATE HAS ZERO FOR THE QUARTER EMDIHD 121']11'85 
DIVIDEND RATE RE"»VCED IN THE QUARTER ENDING 0]1'311'15 
DIVIDEND IIAIE MAS ZERO FOR THE QUARTER EHDlNG lZ.o'lli'D5 
DlVIOEHD RATE HAS ZERO FOR THE QUARTER EHDIIIG 121'31185 

II 

UTILITIES EXCLUDED FRDH THE SARI'LE FDI!: TH! INDICATED QUARTER 

DtlE TD fM~E:ufi~~D&~l~~~D~R~~RAT~iei:u:n~iNDS FOR 

-------------------------------------------------- YEAR::a6 QUAilTEJI•l --------------------------------------------

TJC.I:fll 
SYI'IDDL 

c'" FOE 
GPU •o• 
"' "'' "'" Hl 
PIN 
PIIH 

Na 10 

UTILITY 

CONSUMERS rOWER CO 
FITCHDUI!D GAS ll flEC LlOitT 
DEitfRAL PUIILIC UTJllTIE3 
kANSAS OAS I ELECTJUC 
tl!NO ISLAND ttmrFINO 
MIHE PUBliC SfnVICE 
fUDDlE SOUTH l1Tll.ITIES 
UORTHEIUf UDIANA rUDUC ~ERV 
PUBLIC SfRVJCE CD OF IHD 
PUDUC SERVICE CD OF N H 

REASDJI FOR fXCLUSlOM 

DIVIDEMD RATE WAS ZERO FOR THE OUARTCR ENDING Dli":UI'U 
IIIVIDfND Rlllf. HAS ZfJIO FOR: THE CHJ.ARTER ENDIHO ll.ll'll-"116 
DIVUIEHD RATE HAS ZERO FOil THE QUARTER ENDING ll.ll'lll'loS 
DIVJIIEHD RATE DEDUCED IH THE QlMilTEII: ENDIHD 12:1'511'45 
DIVIDEND RATE W4S ZVIO FOR THE C!UARTER ENDING U.I'.UI'II6 
DIVHIEIUI RATE HAS ZERO FOR THE QUARTER EMDIND OlJ:UI'U 
DIVIDEND HATE HAS ZERO FOR THE GUAJilTER EMDINa Oll"ll46 
JIIVJPEND RATE WAS ZEaO FDil THE QUAI!TfR EWDIKG Dl1'll;j)6 
DIVJDEttO RATE HAS ZERO FOR THE QUARTER ENDINO Ol/3ll'l'i!S 
DIVIPEND RJITE Ml\:5 ZEJ.Il FOU THE QUARTER EHDU-KJ 03.1'311'~ 

---------------------------------------- YEA1t,.&6 QUARTEl!•Z ----------------------------------------~~-~· 

n~~~~ UTIUTY REASOH FllR EXCLU$IDM 

"'" JIQU 
FOE 
GPU 
GSU 

••• 
"' lll 

""" IISU 
NI 
PIN 
PNH 

""' 13 

COHSUNEAS PW<ifR Cll 
l)ttqUESNE LIGHT CO 
fiTCH8UIW GAS I ELEC LlOifT 
GENERAL PUBLIC liULITlES 
GULF STATES UllLITIES·-CO 
U.NSAS GAS A ElECTRIC 
ltAitSAS CITY POKER I LIGHT 
LOI«l ISLAND LIGHTlHD 
HAlUE I'UILIC SEIIIVICE 
Ml DPL E SOUTH tiTUJTIES 
NDRJHEiitH INI:liAM PUDUC SERV 
PUIILJC :SERVICE CD OF lND 
PUBLIC SERVICE CO OF N H 

lliVIIIEHD RATE 
lliVItiEND RATE 
DIVIDEND a..UE 
DIVJDfMD RillE 
DJVIOEMD- RUE 
OJVII:lENll RATE 
D!VlDEHD RATE 
DIVIDEND RATE 
DIVIDE.ND RATE 
DlVIDEI4D RATE 
DIVIDEND RATE 
DIVIJJEND RATE 
DIVIDEHD RATE 

',;_ 

•• 
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jou·rnal of Economic Perspectives-Volume 18, Number 3-Summer 2004-Pages 25-46 

The Capital Asset Pricing Model: 
Theory and Evidence 

Eugene F. Fama and Kenneth R. French 

T he capital asset pricing model (CAPM) of William Sharpe ( 196'1) and John 
Lintner (1965) marks the birth of asset pricing theory (resulting in a 
Nobel Prize for Sharpe in 1990). Four decades later, the CAPM is still 

widely used in applications, such as estimating the cost of capital for finns and 
evaluating the performance of managed portfolios. It is the centerpiece of MBA 
investment courses. Indeed, it is often the only asset pricing model taught in these 
courses. 1 

The attraction of the CAPM is that it offers powerful and intuitively pleasing 
predictions about how to measure risk and the relation between expected return 
and risk. Unfortunately, the empirical record of the model is poor-poor enough 
to invalidate the way it is used in applications. The CAPM's empirical problems may 
reflect theoretical failings, the result of many simplifying assumptions. But they may 
also be caused by difficulties in implementing valid tests of the model. For example, 
the CAPM says that the risk of a stock should be measured relative to a compre­
hensive "market portfolio" that in principle can include not just traded financial 
assets, but also consumer durables, real estate and human capital. Even if we take 
a narrow view of the model and limit its purview to traded financial assets, is it 

1 Although every asset pricing model is a capital asset pricing model, the finance profession reser./es the 
acronym CAP-rvr for the specific model of Sharpe (1964), Lintner (1965} and Black (1972) discussed 
here. Thus, throughout the paper we refer to the Sharpe~Lintner-Biack model as the C' .• APM. 

• Eugene F }(ana. is Robert R . .i\1cConnick Distinguished Sen;ice ProjeHor of FinanceJ 

Graduate School of Business, University of Chicago, Chicago, Illinois. Kenneth R. French is 
Carl E. and Catherine i\!J. Heidt Professor of Finance, Tuck School of Business, Dartnwuth 

College, Hanovm; New HamjJshire. Their e-mail addresses are (eugene.Jama@gsb.uchicago. 
edu) and (lifrench@dartmouth.edu), resjJectively. 
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legitimate to limit further the market portfolio to U.S. common stocks (a typical 
choice), or should the market be expanded to include bonds, and other financial 
assets, perhaps around the world? In the end, we argue that whether the model's 
problems reflect weaknesses in the theory or in its empirical implementation, the 
failure of the CAPM in empirical tesL' implies that most applications of the model 
are invalid. 

We begin by outlining the logic of the CAPM, focusing on its predictions about 
risk and expected return. We then review tl1e history of empirical work and what it 
says about shortcomings of the CAPM that pose challenges to be explained by 
alternative models. 

The Logic of the CAPM 

The CAPM builds on the model of portfolio choice developed by Harry 
Markowitz (1959). In Markowitz's model, an investor selects a portfolio at time 
t - 1 that produces a stochastic return at I. The model assumes investors are risk 
averse and, when choosing among portfolios, they care only about the mean and 
variance of their one-period investn1ent return. As a result, investors choose "mean­
variance-efficient" portfolios, in the sense that the portfolios 1) minimize the 
variance of portfolio return, given expected return, and 2) maximize expected 
return, given variance. Thus, the Markowitz approach is often called a "mean­
variance model." 

The portfolio model provides an algebraic condition on asset weights in mean­
vatiance-efficient portfolios. The CAPM turns this algebraic statement into a testable 
prediction about tl1e relation between risk and expected return by identifYing a 
portfolio tlmt must be efficient if asset prices are to clear the mm·ket of all assets. 

Sharpe (1964) and Lintner (1965) add two key assumptions to the Markowitz 
model to identify a portfolio that must be mean-variance-efficient. The first assump­
tion is comjJlete agreement given market cleating asset prices at t - I, investors agree 
on the joint distribution of asset returns from t- 1 tot. And this distribution is the 
true one-that is, it is the distribution from which the returns we use to test the 
model arc drawn. The second assumption is that there is bonowing and lending at a 
·risilfree rate, which is the same for all investors and does not depend on the amount 
borrowed or lent. 

Figure 1 describes portfolio opportunities and tells the CAPM story. The 
horizontal axis shows portfolio risk, measured by tl1e standard deviation of portfolio 
return; the vertical axis shows expected return. The curve abc, which is called the 
minimum variance frontier, traces combinations of expected return and risk for 
portfolios of risky assets that minimize return variance at different levels of ex­
pected return. (These portfolios do not include risk-free borrowing and lending.) 
The tradeoff between risk and expected return for minimum variance portfolios is 
apparent. For example, an investor who wants a high expected return, perhaps at 
point a, must accept high volatility. At point T, the investor can have an interme-
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Figure 1 
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diate expected return with lower volatility. If there is no risk-free borrowing or 
lending, only portfolios above b along abc are mean-variance-efficient, since these 
portfolios also maxiinizc expected return, given their return vatiances. 

Adding risk-free borrowing and lending turns the efficient set into a straight 
line. Consider a portfolio that invests the proportion x of portfolio funds in a 
risk-free security and 1 - x in some portfolio g. If all funds are invested in the 
risk-free security-that is, they are loaned at the risk-free rate of interest-the result 
is the point R.r in Figure 1, a portfolio with zero variance and a risk-free rate of 
return. Combinations of risk-free lending and positive investment in g plot on the 
straight line between R.r and g. Points to the right of g on the line represent 
borrowing at the risk-free rate, with t11e proceeds from the borrowing used to 
increase investment in portfolio g. In short, portfolios that combine risk-free 
lending or borrowing with some risky portfolio g plot along a straight line from R.r 
cluough g in Figure 1. 2 

~Formally, the return, expected return and standard deviation of return on portfolios of the risk-free 
a<;set Janel a risky portfolio g vary with x, the proportion of portfolio funds invested in f, as 

rr(Rp) ~(I - x)rr(R,), x s 1.0, 

which together imply that the portfolios plot along the line from R1 through gin Figure 1. 
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To obtain the mean-variance-efficient portfolios available wit11 risk-free bor­
rowing and lending, one swings a line from RI in Figure 1 up and to the left as far 
as possible, to the tangency portfolio T. We can then see that all efficient portfolios 
are combinations of the risk-free asset (either risk-free borrowing or lending) and 
a single risky tangency portfolio, T. This key result is Tobin's (1958) "separation 
theorem." 

The punch line of the CAPM is now straightforward. With complete agreement 
about distributions of returns, all investors see t11e same opportunity set (Figure 1), 

and they combine the same risky tangency portfolio T with risk-free lending or 
borrowing. Since all investors hold the same portfolio T of risky assets, it must be 
the value-weight market portfolio of risky assets. Specifically, each risky asset's 
weight in the tangency portfolio, which we now call !VI (for the "market"), must be 
tl1e total market value of all outstanding uniLs of the asset divided by the total 
market value of all risky assets. In addition, t11e risk-free rate must be set (along with 
the prices of risky assets) to clear the market for risk-free borrowing and lending. 

In short, the CAPM assumptions imply that the market portfolio M must be on 
the n1initnum variance frontier if the asset market is to clear. This means that the 
algebraic relation t11at holds for any minimum variance portfolio must hold for the 
market portfolio. Specifically, if there are N risky assets, 

(Minimum Variance Condition for !VI) E(R;) = JI(Rw) 

+ [E(R"')- E(Rw)]f3,,, 1, i = 1, ... , N. 

In this equation, E(R;) is the expected return on asset i, and f3iM• the market beta 
of asset i, is the covariance of its return with the market return divided by the 
variance of the market return, 

(Market Beta) 
cov(R,, R"') 

f3,,,1 = cr(R l 
M 

The first tenn on the right-hand side of the minimum variance condition, 
E( RzM), is the expected return on assets that have market betas equal to zero, 
which means their returns are uncorrelated with the market return. The second 
term is a risk premium-the market beta of asset i, {3,M, times the premium per 
unit of beta, which is the expected market return, E(RM), minus E(Rz,u). 

Since the market beta of asset i is also the slope in the regression of its return 
on the market return, a common (and correct) interpretation of beta is that it 
measures the sensitivity of the asset's return to variation in the market return. But 
there is another interpretation of beta more in line with the spirit of the portfolio 
model that underlies the CAPM. The risk of the market portfolio, as measured by 
the variance of its return (the denominator of {3,M), is a weighted average of t11e 
covariance risks of the assets in M {the numerators of {3;M for different assets). 
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Thus, f3 iM is the covariance risk of asset i in 1H measured relative to the average 
covariance risk of assets, which is just the variance of the market return? In 
economic terms, {3 iM is proportional to the risk each dollar invested in asset i 
contributes to the market portfolio. 

The last step in the development of the Sharpe-Lintner model is to use the 
assumption of risk-free borrowing and lending to nail clown E( RzM), t11e expected 
return on zero-beta assets. A risky asset's return is uncorrelated with the market 
return-its beta is zero-when the average of the asset's covariances with the 
returns on other assets just offsets the variance of the asset's return. Such a risky 
asset is riskless in the market portfolio in the sense that it contributes nothing to the 
variance of the market return. 

When there is risk-fi·ee borrowing and lending, the expected return on assets 
that are uncorrelatecl with the market return, E(RzM), must equal the risk-free rate, 
R.t The relation between expected return and beta then becomes the familiar 
Sharpe-Lintner CAPM equation, 

(Sharpe-Lintner CAPM) E(R;) = Rr+ [E(R"')- R1)]f31M, i= 1, ... , N. 

In words, the expected return on any asset i is the risk-free interest rate, Rp plus a 
risk pre1nium, which is the asset's market beta, {3iM• times the premium per unit of 
beta risk, E( RM) - Rp 

Unrestricted risk-free borrowing and lending is an unrealistic assumption. 
Fischer Black ( 1972) develops a version of the CAPM without risk-free borrowing or 
lending. He shows that the CAPM's key result-that the market portfolio is mean­
variance-efficient-can be obtained by instead allowing unrestricted short sales of 
risky assets. In brief, back in Figure 1, if there is no 1isk-free asset, investors select 
portfolios from along the mean-variance-efficient frontier from a to b. Market 
clearing prices imply that when one weights the efficient portfolios chosen by 
investors by their (positive) shares of aggregate invested wealth, the resulting 
portfolio is the market portfolio. The market portfolio is thus a portfolio of the 
efficient portfolios chosen by investors. With unrestricted short selling of risky 
assets, portfolios made up of efficient portfolios are themselves efficient. Thus, the 
market portfolio is efficient, which means that the minimum variance condition for 
lvi given above holds, and it is the expected return-risk relation of the Black CAPM. 

The relations between expected return and market beta of the Black and 
Sharpe-Lintner versions of the CAPM differ only in terms of what each says about 
E(RzM), the expected return on assets uncorrelatecl with t11e market. The Black 
version says only that E(RzM) must be less than the expected market return, so tl1e 

3 Formally, if ;..·iM is the weight of asset i in the market portfolio, then the variance of the porlfolio's 
return is 
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premium for beta is posil!Ve. In contrast, in the Sharpe-Lintner version of the 
model, E(Rzu) must be the risk-free interest rate, R1, and the premium per unit of 
beta risk is E(RM) - Rl 

The assumption that short selling is unrestricted is as unrealistic as unre­
stricted risk-free borrowing ancllcncling. If there is no risk-free asset and short sales 
of risky assets are not allowed, mean-variance investors still choose efficient 
portfolios-points above bon the abc curve in Figure I. But when there is no short 
selling of risky assets and no risk-free asset, the algebra of portfolio efficiency says 
that portfolios made up of efficient portfolios are not typically efficient. This means 
that the market portfolio, which is a portfolio of the efficient portfolios chosen by 
investors, is not typically efficient. And the CAPM relation between expected return 
and market beta is lost. This does not rule out predictions about expected return 
and betas with respect to other efficient portfolios-if theory can specify portfolios 
that must be efficient if the market is to clear. But so far this has proven impossible. 

In short, the familiar CAPM equation relating expected asset returns to their 
market betas is just an application to the market portfolio of the relation between 
expected return and portfolio beta that holds in any mean-valiance-efficient port­
folio. The efficiency of the market portfolio is based on many unrealistic assump­
tions, including complete agreement and either unrestricted risk-free borrowing 
and lending or unrestricted short selling of risky assets. But all interesting models 
involve unrealistic simplifications, which is why they must be tested against data. 

Early Empirical Tests 

Tests of the CAPM are based on three implications of the relation between 
expected return and market beta implied by the model. First, expected returns on 
all assets are linearly related to tl1eir betas, and no other variable has marginal 
explanatory' power. Second, the beta premium is positive, meaning that the ex­
pected return on the market portfolio exceeds the expected return on assets whose 
returns are uncorrelated with the market return. Third, in the Sharpe-Lintner 
version of the model, asset..;; uncorrelated with the market have expected returns 
equal to the risk-free interest rate, and the beta premium is tl1e expected market 
return minus the risk-free rate. IVIost tesl~ of these predictions usc either cross­
section or time-series regressions. Both approaches elate to early tests of the model. 

Tests on Risk Premiums 
The early cross-section regression tests focus on the Sharpe-Lintner model's 

predictions about the intercept and slope in tllC relation between expected return 
and 1narket beta. The approach is to regress a cross-section of average asset returns 
on estimates of asset betas. The model predicts that the intercept in these regres­
sions is the risk-free interest rate, Rp and t11e coefficient on beta is the expected 
return on the market in excess of the risk-free rate, E(RM) - Rp 

Two problems in these tests quickly became apparent. First, estimates of beta 
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for individual assets are imprecise, creating a measurement error problem when 
they are used to explain average returns. Second, the regression residuals have 
comtnon sources of variation, such as industry effects in average returns. Positive 
correlation in the residuals produces downward bias in the usual ordinary least 
squares estimates of the standard errors of the cross-section regression slopes. 

To improve the precision of estiJnated betas, researchers such as Blume 
(1970), Friend and Blume (1970) and Black, Jensen and Scholes (1972) work with 
portfolios, rather than individual securities. Since expected returns and n1arket 
betas combine in the same way in portfolios, if the CAPM explains security returns 
it also explains portfolio returns.'1 Estimates of beta for diversified portfolios are 
n1ore precise than estimates for individual securities. Thus, using portfolios in 
cross-section regressions of average returns on betas reduces the critical errors in 
valiables problem. Grouping, however, shrinks the range of betas and reduces 
statistical power. To mitigate this problem, researchers sort securities on beta when 
forming portfolios; the first portfolio contains securities with the lowest betas, and 
so on, up to the last portfolio with the highest beta assets. This sorting procedure 
is now standard in empirical tests. 

Fama and MacBeth (1973) propose a method for addressing the inference 
problem caused by correlation of the residuals in cross-section regressions. Instead 
of cstin1ating a single cross-section regression of average monthly returns on betas, 
they estimate month-by-month cross-section regressions of monthly returns on 
betas. The times-series means of the monthly slopes and intercepts, along with the 
standard errors of the n1eans, are then used to test whether the average premium 
for beta is positive and ·whether the average return on assets uncorrelated with the 
market is equal to the average 1isk-free interest rate. In this approach, the standard 
errors of the average intercept and slope are determined by the month-to-month 
vmiation in the regression coefficients, which fully captures the effects of residual 
correlation on variation in the regression coefficients, but sidesteps the problem of 
actually estimating the correlations. The residual correlations are, in effect, cap­
tured via repeated sampling of the regression coefficients. This approach also 
becomes standard in the literature. 

Jensen (1968) was the first to note that the Sharpe-Lintner version of the 

4 Formully, if x,.f>' i = 1, ... , N, arc the weight'> for asset'> in some portfolio jJ, the expected return and 
market beta for the portfolio are related to the expected returns and betas of assets as 

N N 

E(R,) = 2; x,,E(R,), and /3pM = 2; x,1,f31,u. 
r=l 

Thus, the CAPM relation between expected return and beta, 

holds. when asset i is a portfolio, as well as when i is an individual security. 
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relation between expected return and market beta also implies a time-series re­
gression test. The Sharpe-Lintner CAPM says that the expected value of an asset's 
excess return (the asset's return minus tl1e risk-free interest rate, Ri1 - Rr,) is 
completely explained by its expected CAPM risk premium (its beta times the 
expected value of RM1 - Rp). This implies that 'Jensen's alpha," the intercept term 
in the tiine-series regression, 

(Time-Series Regression) R;,- Rp =a;+ [3;,(R,w- Rp) + E;,, 

is zero for each asset. 
The early tests firmly reject the Sharpe-Lintner version of the CAPM. There is 

a positive relation between beta and average return, but il is too "flat." Recall that, 
in cross-section regressions, the Sharpe-Lintner model predicts that the intercept is 
the risk-free rate and the coefficient on beta is the expected market return in excess 
of the risk-free rate, E(RM) - R/ The regressions consistently find that the 
intercept is greater tl1an the average risk-free rate (typically proxied as the return 
on a one-month Treasury bill), and the coefficient on beta is less than the average 
excess n1arket return (proxied as the average return on a portfolio of U.S. common 
stocks minus the Treasury bill rate). This is true in the early tests, such as Douglas 
(1968), Black, Jensen and Scholes (1972), Miller and Scholes (I 972), Blume and 
Friend (1973) and Fama and MacBeth (1973), as well as in more recent cross­
section regression tests, like Fama and French ( 1992). 

The evidence that the relation between beta and average return is too flat is 
confirmed in time-series tests, such as Ftiend and Blume (1970), Black, jensen and 
Scholes (1972) and Stambaugh (1982). The intercepts in time-seties regressions of 
excess asset returns on the excess tnarket return are positive for assets with low betas 
and negative for assets with high betas. 

Figure 2 provides an updated example of t11e evidence. In December of each 
year, we estimate a preranking beta for every NYSE (1928-2003), AMEX (1963-
2003) and NASDAQ (1972-2003) stock in the CRSP (Center for Research in 
Security Ptices of the University of Chicago) database, using two to five years (as 
available) of ptior monthly returns. 5 We then form ten value-weight portfolios 
based on these preranking betas and compute their returns for the next twelve 
months. We repeat this process for each year from 1928 to 2003. The result is 
912 monthly returns on ten beta-sorted portfolios. Figure 2 plots each portfolio's 
average return against its postranking beta, estimated by regressing its montl1ly 
returns for 1928-2003 on the return on tl1e CRSP value-weight portfolio of U.S. 
comtnon stocks. 

The Sharpe-Lintner CAPM predicts that the portfolios plot along a straight 

"To be included in the sample for year l, a security must have market equity data (price times shares 
out.'ltanding) for December oft - 1, and CRSP must classify it as ordinary common equity. Thus, we 
exclude securities such as American DcpositOI)' Receipts (ADRs) and Real Eswte Investment Tmsts 
(RE!Ts). 
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Average Annualized Monthly Return versus Beta for Value Weight Portfolios 
Formed on Prior Beta, 1928-2003 
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line, with an intercept equal to the risk-free rate, R1, and a slope equal to the 
expected excess return on the market, E(RM) - Rf We use the average one-month 
Treasury bill rate and the average excess CRSP market return for 1928-2003 to 
estimate the predicted line in Figure 2. Confirming earlier evidence, the relation 
between beta and average return for the ten portfolios is much flatter than the 
Sharpe-Lintner CAPM predicts. The returns on the low beta portfolios are too high, 
and the returns on the high beta portfolios are too low. For example, the predicted 
return on the portfolio with the lowest beta is 8.3 percent per year; the actual return 
is 11.1 percent. The predicted return on the portfolio with the highest beta is 
16.8 percent per year; the actual is 13.7 percent. 

Although the observed premium per unit of beta is lower than the Sharpe­
Lintner model predicts, the relation between average return and beta in Figure 2 
is roughly linear. This is consistent with the Black version of the CAPM, which 
predict.' only that the beta premium is positive. Even this less restrictive model, 
however, eventually succumbs to the data. 

Testing Whether Market Betas Explain Expected Returns 
The Sharpe-Lintner and Black versions of the CAPM share the prediction that 

the market portfolio is mean-variance-efficient. This implies that differences in 
expected return across securities and portfolios are entirely explained by differ­
ences in market beta; other variables should add nothing to the explanation of 
expected return. This prediction plays a prominent role in tests of the CAPM. In 
the early work, the weapon of choice is cross-section regressions. 

In the framework of Fama and MacBeth (1973), one simply adds predeter­
mined explanatory variables to the month-by-month cross-section regressions of 



34 Joumal of Economic Perspectives 

Response No. MCC-200 
Attachment A 
Page 10 of 22 

returns on beta. If all differences in expected return arc explained by beta, the 
average slopes on the additional variables should not be reliably different from 
zero. Clearly, the trick in the cross-section regression approach is to choose specific 
additional variables likely to expose any problems of the CAPM prediction that, 
because the market portfolio is efficient, market betas suffice to explain expected 
asset returns. 

For example, in Fama and MacBeth (1973) the additional variables are 
squared market betas (to test the prediction that the relation between expected 
return and beta is linear) and residual variances from regressions of returns on the 
market return (to test the prediction that market beta is the only measure of risk 
needed to explain expected returns). These variables do not add to the explanation 
of average returns provided by beta. Thus, the results ofFama and MacBeth (1973) 

are consistent with the hypothesis that their market proxy-an equal-weight port­
folio of NYSE stocks-is on the minimum variance frontier. 

The hypothesis that market betas completely explain expected returns can also 
be tested using tiine-series regressions. In the time-series regression described 
above (the excess return on asset i regressed on the excess n1arket return), the 
intercept is the difference between the asset's average excess return and the excess 
return predicted by the Sharpe-Lintner model, that is, beta times the average excess 
market return. If the model holds, there is no way to group assets into portfolios 
whose intercepts are reliably different from zero. For example, the intercepts for a 
portfolio of stocks with high ratios of earnings to price and a portfolio of stocks with 
low earning-price ratios should both be zero. Thus, to test the hypothesis that 
tnarket betas suffice to explain expected returns, one estin1ates the time-series 
regression for a set of assets (or portfolios) and then jointly tests the vector of 
regression intercepts against zero. The trick in this approach is to choose the 
left-hand-side assets (or portfolios) in a way likely to expose any shortcoming of the 
CAPM prediction that market betas suffice to explain expected asset returns. 

In early applications, researchers use a variety of tesL.o;; to determine whether 
the intercepts in a set of time-series regressions are all zero. The tests have the same 
asymptotic properties, but there is controversy about which has the best small 
sample properties. Gibbons, Ross and Shankcn (1989) settle the debate by provid­
ing an F-test on the intercepts that has exact small-sample properties. They also 
show that the test has a simple economic interpretation. In effect, the test con­
structs a candidate for the tangency portfolio Tin Figure 1 by optimally combining 
the market proxy and the left-hand-side assets of the time-series regressions. The 
estimator then tests whether the efficient set provided by the combination of this 
tangency portfolio and the risk-free asset is reliably superior to the one obtained by 
combining the risk-free asset with the market proxy alone. In other words, the 
Gibbons, Ross and Shan ken statistic tests whether tl1e market proxy is the tangency 
portfolio in the set of portfolios that can be constructed by combining the market 
portfolio with the specific assets used as dependent variables in the time-series 
regressions. 

Enlightened by this insight of Gibbons, Ross and Shanken (1989), one can see 
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a similar interpretation of the cross-section regression test of whether market betas 
suffice to explain expected returns. In this case, the test is whether the additional 
explanatory variables in a cross-section regression identify patterns in the returns 
on the left-hand-side assets that are not explained by the assets' market betas. This 
an1ounts to testing whether the market proxy is on the n1inimum variance frontier 
that can be constructed using the market proxy and the left-hand-side assets 
included in the tests. 

An important lesson frmn this discussion is that time-series and cross-section 
regressions do not, strictly speaking, test the CAPM. What is literally tested is 
whether a specific proxy for the market portfolio (typically a portfolio of U.S. 
common stocks) is efficient in the set of portfolios that can be constructed from it 
and the left-hand-side assets used in the test. One might conclude from this that the 
CAPM has never been tested, and prospects for testing it are not good because 
1) the set of! eft-hand-side assets does not include all marketable assets, and 2) data 
for the true market portfolio of all assets are likely beyond reach (Roll, 1977; more 
on this later). But this criticism can be leveled at tests of any economic model when 
the tests are less than exhaustive or when they use proxies for the variables called 
for by the model. 

The bottom line from the early cross-section regression tests of the CAPM, 
such as Fama and MacBeth (1973), and the early time-series regression tests, like 
Gibbons ( 1982) and Stambaugh ( 1982), is that standard market proxies seem to be 
on the minimum variance frontier. That is, the central predictions of the Black 
version of the CAPM, that market betas suffice to explain expected returns and that 
the risk premium for beta is positive, seem to hold. But the more specific prediction 
of the Sharpe-Lintner CAPM that the premium per unit of beta is the expected 
market return 1ninus the risk-free interest rate is consistently rc.;jected. 

The success of the Black version of tl1e CAPM in early tests produced a 
consensus that the model is a good description of expected returns. These early 
results, coupled with the model's simplicity and intuitive appeal, pushed the CAPM 
to the forefront of finance. 

Recent Tests 

Starting in the late 1970s, empirical work appears that challenges even the 
Black version of the CAPM. Specifically, evidence mounts that much of the varia­
tion in expected return is unrelated to market beta. 

The first blow is Basu's (1977) evidence that when common stocks are sorted 
on earnings-price ratios, future returns on high E/P stocks are higher than pre­
dicted by the CAPM. Banz (1981) documents a size effect: when stocks are sorted 
on market capitalization (price ti1nes shares outstanding), average returns on small 
stocks are higher than predicted by the CAPM. Bhandari (1988) finds that high 
debt-equity ratios (book value of debt over the market value of equity, a measure of 
leverage) are associated with returns that are too high relative to their market betas. 
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Finally, Statman (1980) and Rosenberg, Reid and Lanstein (1985) document that 
stocks with high book-to-market equity ratios (B/M, the ratio of the book value of 
a cmntnon stock to its market value) have high average returns that are not 
captured by their betas. 

There is a theme in the contradictions of the CAPM summarized above. Ratios 
involving stock prices have infonnation about expected returns missed by market 
betas. On reflection, this is not surprising. A stock's price depends not only on the 
expected cash flows it will provide, but also on the expected returns that discount 
expected cash flows back to the present. Thus, in principle, the cross-section of 
prices has information about the cross-section of expected returns. (A high ex­
pected return implies a high discount rate and a low price.) The cross-section of 
stock prices is, however, arbitrmily affected by differences in scale (or units). But 
with a judicious choice of scaling variable X, the ratio X/ P can reveal differences 
in the cross-section of expected stock returns. Such ratios are thus priine candidates 
to expose shortcomings of asset pricing models-in the case of the CAPM, short­
comings of the prediction that market betas suffice to explain expected returns 
(Ball, 1 978). The contradictions of the CAPM summarized above suggest that 
earnings-price, debt-equity and book-to-market ratios indeed play this role. 

Fama and French (1992) update and synthesize the evidence on the empirical 
failures of the CAPM. Using the cross-section regression approach, they confirm 
that size, earnings-price, debt-equity and book-to-market ratios add to the explana­
tion of expected stock returns provided by market beta. Fama and French (1996) 
reach the same conclusion using the time-series regression approach applied to 
portfolios of stocks sorted on price ratios. They also find that different price ratios 
have much the same information about expected returns. This is not surprising 
given that price is the common driving force in the price ratios, and the numerators 
are just scaling variables used to extract the information in price about expected 
returns. 

Fama and French (1992) also confirm the evidence (Reinganum, 1981; Stam­
baugh, 1982; Lakonishok and Shapiro, 1986) that the relation between average 
return and beta for common stocks is even flatter after the sample periods used in 
the early empirical work on the CAPM. The estimate of the beta premium is, 
however, clouded by statistical uncertainty (a large standard error). Kothari, Shan­
ken and Sloan (1995) try to resuscitate tl1e Sharpe-Lintner CAPM by arguing that 
the weak relation between average return and beta is just a chance result. But the 
strong evidence that other variables capture variation in expected return missed by 
beta makes this argument irrelevant. If betas do not suffice to explain expected 
returns, the market portfolio is not efficient, and the CAPM is dead in its tracks. 
Evidence on the size of the Inarket premiu1n can neither save the model nor further 
doom it. 

The synthesis of the evidence on the empirical problems of the CAPM pro­
vided by Fama and French (1992) serves as a catalyst, marking the point when it is 
generally acknowledged that the CAPM has potentially fatal problems. Research 
then turns to explanations. 
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One possibility is that the CAPM's problems arc spurious, the result of data 
dredging-publication-hungry researchers scouring the data and unearthing con­
tradictions that occur in specific samples as a result of chance. A standard response 
to this concern is to test for similar findings in other samples. Chan, Hamao and 
Lakonishok (1991) find a strong relation between book-to-market equity (B/M) 
and average return forjapanese stocks. Capaul, Rowley and Sharpe (1993) observe 
a similar B/M effect in four European stock markets and in Japan. Fama and 
French (1998) find that the price ratios that produce problems for the CAPM in 
U.S. data show up in the same way in the stock returns of twelve non-U.S. major 
markets, and they are present in emerging market returns. This evidence suggests 
that the contradictions of the CAPM associated with price ratios are not sample 
specific. 

Explanations: Irrational Pricing or Risk 

Among those who conclude that the empirical failures of the CAPM are fatal, 
two stories emerge. On one side are the behavioralists. Their view is based on 
evidence that stocks with high ratios of book value to market price are typically 
firms that have fallen on bad times, while low B/M is associated with growth firms 
(Lakonishok, Shleifer and Vishny, 1994; Fama and French, 1995). The bchavior­
alists argue that sorLing finns on book-to-market ratios exposes investor overreac­
tion to good and bad times. Investors overextrapolate past performance, resulting 
in stock prices that are too high for growth (low B/M) firms and too low for 
distressed (high B/M, so-called value) firms. When the overreaction is eventually 
corrected, the result is high returns for value stocks and low returns for growth 
stocks. Proponents of this view include DeBondt and Thaler (1987), Lakonishok, 
Shleifer and Vishny (1994) and Haugen (1995). 

The second story for explaining the empirical contradictions of the CAPM is 
that they point to the need for a more complicated asset pricing model. The CAPM 
is based on many unrealistic assumptions. For exan1ple, the assumption that 
investors care only about the mean and variance of one-period portfolio returns is 
extreme. It is reasonable that investors also care about how their portfolio return 
covaries with labor income and future investment opportunities, so a portfolio's 
return variance misses important ditnensions of risk. If so, market beta is not a 
complete description of an asset's risk, and we should not be surprised to find that 
differences in expected return are not completely explained by differences in beta. 
In this view, the search should turn to asset pricing models that do a better job 
explaining average returns. 

Merton's (1973) intertemporal capital asset pricing model (1CAPM) is a 
natural extension of the CAPM. The ICAPM begins with a different assumption 
about investor objectives. In the CAPM, investors care only about the wealth their 
portfolio produces at the end of the current period. In the ICAPM, investors are 
concerned not only with their end-of-period payoff, but also with the opportunities 
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they will have to consume or invest the payoff. Thus, when choosing a portfolio at 
time l - 1, ICAPM investors consider how their wealth at t might vary with future 
state variables, including labor income, the prices of consumption goods and the 
nature of portfolio opportunities at I, and expectations about the labor income, 
consumption and investment opportunities to be available after t. 

Like CAPM investors, ICAPM investors prefer high expected return and low 
return variance. But ICAPM investors are also concerned with the covariances of 
portfolio returns with state variables. As a result, optimal portfolios are "Inultifactor 
efficient," which means they have the largest possible expected returns, given their 
return variances and the covariances of their returns with the relevant state 
variables. 

Fama (1996) shows that the ICAPM generalizes the logic of the CAPM. That is, 
if there is risk-free borrowing and lending or if short sales of risky assets are allowed, 
market clearing prices imply that the market portfolio is multifactor efficient. 
Moreover, multifactor efficiency implies a relation between expected return and 
beta risks, but it requires additional betas, along with a market beta, to explain 
expected returns. 

An ideal implementation of the ICAPM would specify the state variables that 
affect expected returns. Fama and French (1993) take a more indirect approach, 
perhaps more in the spirit of Ross's (1976) arbitrage pricing theory. They argue 
that though size and book-to-market equity are not themselves state variables, the 
higher average returns on small stocks and high book-to-market stocks reflect 
unidentified state variables that produce undiversifiable risks ( covariances) in 
returns that are not captured by the market return and are priced separately from 
market betas. In support of this claim, they show that the returns on tl1e stocks of 
small finns covary more with one another than with returns on tl1e stocks of large 
finns, and returns on high book-to-market (value) stocks covary more with one 
another than with returns on low book-to-market (growth) stocks. Fama and 
French ( 1995) show that there are similar size and book-to-market patterns in the 
covariation of fundamentals like earnings and sales. 

Based on this evidence, Fama and French (1993, 1996) propose a three-factor 
model for expected returns, 

(Three-Factor Model) A\R,,) - R1, = {3 1"'[E(R,\ll) - R1,] 

+ {3 1,E(SjVJB,) + {3 11,E(HML,). 

In this equation, SiviB, (small minus big) is the difference between the returns on 
diversified portfolios of small and big stocks, H!VIL, (high minus low) is the 
difference between the returns on diversified portfolios of high and low B/M 
stocks, and the betas are slopes in the multiple regression of Ril- Rp on R,,.11 - R1,, 

SMB1 and HiviL,. 
For perspective, the average value of the market premium RM1 - Rp for 

1927-2003 is 8.3 percent per year, which is 3.5 standard errors from zero. The 
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average values of SiVIB1, and HML 1 are 3.6 percent and 5.0 percent per year, and 
they are 2.1 and3.1 standard errors from zero. All three premiums are volatile, with 
annual standard deviations of 21.0 percent (R,\11- Rfl), 14.6 percent (Si'viB1) and 
14.2 percent (HML 1) per year. Although the average values of the premiums are 
large, high volatility implies substantial uncertainty about the true expected 
pre1niun1s. 

One implication of the expected return equation of the three-factor model is 
that the intercept ai in the titnc-series regression, 

is zero for all assets i. Using this criterion, Fama and French (1993, 1996) find that 
the model captures much of the vat;ation in average return for portfolios formed 
on size, book-to-market equity and other price ratios that cause proble1ns for the 
CAPM. Fama and French (1998) show that an international version of the model 
perlotms better than an international CAPM in describing average returns on 
portfolios formed on scaled price variables for stocks in 13 m'\ior markets. 

The three-factor model is now widely used in empirical research that requires 
a moclc1 of expected returns. Estimates of ai from the time-series regression above 
are used to calibrate how rapidly stock prices respond to new information (for 
example, Loughran and Ritter, 1995; Mitchell and Stafford, 2000). They are also 
used to measure the special information of portfolio managers, for example, in 
Carhart's (1997) study of mutual fund performance. Among practitioners like 
Ibbotson A%ociates, the model is offered as an alternative to the CAPM for 
estimating the cost of equity capital. 

From a theoretical perspective, the main shortcoming of the three-factor 
model is its empirical motivation. The small-minus-big (SMB) and high-minus-low 
(I-IML) explanatory returns are not motivated by predictions about state variables 
of concern to investors. Instead they are bntte force constructs meant to capture 
the pauerns uncovered by previous work on hnw average stock returns vary with size 
and the book-to-market equity ratio. 

But this concern is not fatal. The ICAPM does not require that the additional 
portfolios used along with the market portfolio to explain expected returns 
"mimic" the relevant state variables. In both the ICAPM and the arbitrage pricing 
theory, it suffices that the additional portfolios are well diversified (in the tenni­
nology of Fama, 1996, they are multifactor minimum variance) and that they are 
sufficiently different from the market portfolio to capture covariation in returns 
and variation in expected returns missed by the market portfolio. Thus, adding 
diversified portfolios that capture covariation in returns and variation in average 
returns left unexplained by the market is in the spirit of both tl1e ICAPM and the 
Ross's arbitrage pricing theory. 

The behavioralists are not impressed by the evidence for a risk-based expla­
nation of the failures of the CAPM. They typically concede that the three-factor 
model captures covariation in returns missed by the market return and that it picks 
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up much of the size and value effects in average returns left unexplained by the 
CAPM. But their view is that the average return premium associated with the 
model's book-to-market factor-which does the heavy lifting in the improvements 
to the CAPM-is itself the result of investor overreaction that happens to be 
correlated across firms in a way that just looks like a risk story. In short, in the 
behavioral view, the market tries to set CAPM prices, and violations of the CAPM 
are due to mispricing. 

The conflict between the behavioral in·ational pricing story and the rational 
risk story for the empirical failures of the CAPM leaves us at a timeworn impasse. 
Fama (1970) emphasizes that the hypothesis that prices properly reflect available 
infmmation must be tested in the context of a model of expected returns, like the 
CAPM. Intuitively, to test whether prices are ra6onal, one must take a stand on what 
the market is trying to do in setting prices-that is, what is risk and what is the 
relation between expected return and risk? V1~1en tests reject the CAPM, one 
cannot say whether the problem is its assumption that prices are rational (the 
behavioral view) or violations of other assumptions that are also necessary to 
produce the CAPM (our position). 

Fortunately, for some applications, the way one uses the three-factor model 
does not depend on one's view about whether its average return premiums are the 
rational result of underlying state vmiable 1isks, the result of irrational investor 
behavior or sample specific results of chance. For example, when measuring the 
response of stock p1ices to new information or when evaluating the perfonnance of 
managed portfolios, one wants to account for known patterns in returns and 
average returns for the period examined, '\Vhatever their source. Similarly, when 
estimating the cost of equity capital, one might be unconcerned with whether 
expected return pretniums are rational or irrational since they are in either case 
part of the opportunity cost of equity capital (Stein, 1996). But the cost of capital 
is fonvard looking, so if the premiums are sample specific they are irrelevant. 

The three-factor model is hardly a panacea. Its most serious problem is the 
momentum effect ofjegadeesh and Titman (1993). Stocks that do well relative to 
the market over t11e last three to twelve months tend to continue to do well for the 
next few man ths, and stocks that do poorly continue to do poorly. This momentum 
effect is distinct from the value effect captured by book-to-market equity and other 
piice ratios. Moreover, the momentum effect is left unexplained by the three-factor 
model, as well as by the CAPM. Following Carhart (1997), one response is to add 
a momentum factor (tl1e difference between the returns on diversified portfolios of 
short-term winners and losers) to t11e three-factor model. This step is again legiti­
mate in applications where the goal is to abstract from known patterns in average 
returns to uncover information-specific or tnanager-specific effects. But since the 
momentum effect is short-lived, it is largely irrelevant for estimates of the cost of 
equity capital. 

Another strand of research points to problems in both the three-factor model 
and the CAPM. Frankel and Lee (1998), Dechow, Hutton and Sloan (1999), 
Piotroski (2000) and others show that in portfolios fanned on piice ratios like 
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book-to-market equity, stocks with higher expected cash flows have higher average 
returns that are not captured by the three-factor model or the CAPM. The authors 
interpret their results as evidence that stock prices are irrational, in the sense that 
they do not reflect available infonnation about expected profitability. 

In truth, however, one can't tell whether the problem is bad pticing or a bad 
asset pticing model. A stock's price can always be expressed as the present value of 
expected future cash flows discounted at the expected return on the stock (Camp­
bell and Shiller, 1989; Vuolteenaho, 2002). It follows that if two stocks have the 
same price, the one with higher expected cash flows must have a higher expected 
return. This holds true whether plicing is rational or irrational. Thus, when one 
observes a positive relation between expected cash flows and expected returns that 
is left unexplained by the CAPM or the tlu·ee-factor model, one can't tell whether 
it is the result of irrational plicing or a misspecified asset pricing model. 

The Market Proxy Problem 

Roll (1977) argues that the CAPM has never been tested and probably never 
will be. The problem is that the market portfolio at t11e heart of the model is 
theoretically and empitically elusive. It is not theoretically clear which assets (for 
example, human capital) can legitimately be excluded from the market portfolio, 
and data availability substantially limits the assets that arc included. As a result, tests 
of the CAPM are forced to usc proxies for the market portfolio, in effect testing 
whether the proxies are on the n1inimum variance frontier. Roll argues that 
because the tests usc proxies, not the tnte market portfolio, we learn nothing about 
the CAPM. 

VVe are more pragtnatic. The relation bet\veen expected return and market 
beta of the CAPM is just the minimum valiance condition that holds in any efficient 
portfolio, applied to the market portfolio. Thus, if we can find a market prm.-y that 
is on the minimum variance frontier, it can be used to describe differences in 
expected returns, and we would be happy to use it for this purpose. The strong 
rejections of the CAPM described above, however, say that researchers have not 
uncovered a reasonable market proh'}' that is close to the minimum variance 
frontier. If researchers arc constrained to reasonable proxies, we doubt tl1ey 
ever will. 

Our pessimism is fueled by several empilical results. Stambaugh (1982) tests 
the CAPM using a range of market portfolios that include, in addition to U.S. 
common stocks, corporate and government bonds, preferred stocks, real estate and 
other consumer durables. He finds that tests of the CAPM are not sensitive to 
expanding the market prm.-y beyond common stocks, basically because the volatility 
of expanded market returns is dominated by the volatility of stock returns. 

One need not be convinced by Stambaugh's (1982) results since his market 
proxies arc limited to U.S. assets. If international capital markeL' are open and asset 
prices conform to an international version of the CAPM, the market portfolio 
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should include international asset5. Fama and French (1998) find, however, that 
betas for a global stock market portfolio cannot explain the high average returns 
observed around the world on stocks with high book-to-market or high eamings­
pdce ratios. 

A major problem for the CAPM is that portfolios formed by sorting stocks on 
price ratios produce a wide range of average returns, but the average returns are 
not positively related to market betas (Lakonishok, Shleifer and Vishny, 1994; Fama 
and French, 1996, 1998). The problem is illustrated in Figure 3, which shows 
average returns and betas (calculated with respect to the CRSP value-weight port­
folio ofNYSE, AMEX and NASDAQ stocks) for july 1963to December 2003 for ten 
portfolios of U.S. stocks formed annually on sorted values of the book-to-market 
equity ratio (B/M). 6 

Average returns on the B/M portfolios increase almost monotonically, from 
10.1 percent per year for the lowest B/M group (portfolio 1) to an impressive 
16.7 percent for the highest (portfolio 10). But the positive relation between beta 
and average return predicted by the CAPM is notably absent. For example, the 
portfolio with the lowest book-to-market ratio has the highest beta but the lowest 
average return. The estimated beta for the portfolio with the highest book-to­
market ratio and the highest average return is only 0.98. With an average annual­
ized value of the riskfree interest rate, Rp of 5.8 percent and an average annualized 
market premium, RM- R1, of 11.3 percent, the Sharpe-Lintner CAPM predict5 an 
average return of 11.8 percent for the lowest B/M portfolio and 11.2 percent for 
the highest, far from the observed values, 10.1 and16.7 percent. For the Sharpe­
Lintner model to "work" on these portfolios, their market betas must change 
dramatically, from 1.09 to 0.78 for the lowest B/M portfolio and from 0.98 to 1.98 
for the highest. We judge it unlikely that alternative proxies for the market 
portfolio will produce betas and a market premium that can explain the average 
returns on these portfolios. 

It is always possible that researchers will redeem the CAPM by finding a 
reasonable proxy for the market portfolio that is on the minimum variance frontier. 
We emphasize, however, that this possibility cannot be used to justify the way the 
CAPM is currently applied. The problem is that applications typically use the same 

n Stock return data are from CRSP, and book equity data are from Compustat and the Moody's 
lndmtrials, Transportation, Utilities and Financials manuals. Swcks are allocated to ten portfolios at the 
end ofjnne of each year t (1963 to 2003) using the ratio of book equity for the fiscal year ending in 
calendar year t- 1, divided by market equity at the end of December of l- 1, Book equity is the book 
value of stockholders' equity, plus balance sheet deferred taxes and investment tax credit (if available), 
minus the book value of preferred stock. Depending on availability, we use the redemption, liquidation 
or par value (in that order) to estimate the book value of preferred stock. Stockholders' equity is the 
value reported by Moody's or Compustat, if it is available. If not, we measure stockholders' equity as the 
book value of common equity plus the par value of preferred stock or the book value of assets minus 
total liabilities (in that order). The portfolios for year t include NYSE (1963-2003), AMEX ( 1 963-2003) 
and NASDAQ (1972-2003) stocks with positive book equity in t- 1 and market equity {from CRSP) for 
December oft- 1 and june of l. The portfolios exclude securities CRSP docs not classify as ordinary 
common equity. The breakpoint~ for year t use only securities that arc on the NYSE in june of year t. 
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Figure 3 

Average Annualized Monthly Return versus Beta for Value Weight Portfolios 
Formed on B/M, 1963-2003 

17 
C;;~ • 10 (highest B/M) 

" 
16 -a 
15 " - •9 

~· 
';:! 14 
0 
E 13 

'd 
0 

.:::J 
12 '?. 

~ 
@ lJ 
0 

"' " 10 

" 
•1 (lowest B/M) 

~ 9 
0.7 0.8 0.9 1.1 1.2 

Beta 

market proxies, like the value-weight portfolio of U.S. stocks, that lead to rejections 
of the model in empirical tests. The contradictions of the CAPM observed when 
such proxies are used in tests of the model show up as bad estimates of expected 
returns in applications; for example, estimates of the cost of equity capital that are 
too low (relative to historical average returns) for small stocks and for stocks with 
high book-to-market equity ratios. In short, if a market proxy does not work in tests 
of the CAPM, it does not work in applications. 

Conclusions 

The version of the CAPM developed by Sharpe (1964) and Lintner (1965) has 
never been an empirical success. In the early empirical work, the Black (1972) 
version of the tnodel, which can accmntnodatc a flatter tradeoff of average return 
for market beta, has some success. But in the late 1970s, research begins to uncover 
variables like size, various price ratios and momentum that add to the explanation 
of average returns provided by beta. The problems are serious enough to invalidate 
most applications of the CAPM. 

For example, finance textbooks often recommend using the Sharpe-Lintner 
CAPM risk-return relation to estimate the cost of equity capital. The prescription is 
to estimate a stock's market beta and combine it with the risk-free interest rate and 
the average market risk premium to produce an estimate of the cost of equity. The 
typical market portfolio in these exercises includes just U.S. common stocks. But 
empirical work, old and new, tells us that the relation between beta and average 
return is flatter than predicted by the Sharpe-Lintner version of the CAPM. As a 
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result, CAPM estimates of the cost of equity for high beta stocks are too high 
(relative to historical average returns) and estimates for low beta stocks are too low 
(Friend and Blume, 1970). Similarly, if the high average returns on value stocks 
(with high book-to-market ratios) imply high expected returns, CAPM cost of 
equity estimates for such stocks are too low. 7 

The CAPM is also often used to measure the perfonnance of mutual funds and 
other managed portfolios. The approach, dating to Jensen (1968), is to estimate 
the CAPM time-series regression for a portfolio and use the intercept (Jensen's 
alpha) to measure abnormal performance. The problem is that, because of the 
empirical failings of the CAPM, even passively managed stock portfolios produce 
abnonnal returns if their investment strategies involve tilts toward CAPM problems 
(Elton, Gmber, Das and Hlavka, 1993). For example, funds that concentrate on low 
beta stocks, small stocks or value stocks will tend to produce positive abnormal 
returns relative to the predictions of the Sharpe-Lintner CAPM, even when the 
fund managers have no special talent for picking winners. 

The CAPM, like Markowitz's (1952, 1959) portfolio model on which it is built, 
is nevertheless a theoretical tour de force. We continue to teach the CAPM as an 
introduction to the fundamental concepts of portfolio theory and asset pricing, to 
be built on by more complicated models like Merton's (1973) ICAPM. But we also 
warn students that despite its seductive simplicity, the CAPM's empirical problems 
probably invalidate its use in applications. 

• We gratefully ac/mowledge the comments of john Cochrane, George Constrmtinides, Richard 

Leftwich, Andrei Shlei{e1; Rene Stutz and Timothy Taylor. 

7 The problems arc compounded by the large standard errors of estimates of the market premium and 
of betas for individual stocks, which probably suffice to make CAPlvf estimates of the cost of equity rather 
meaningless, even if the CAPM holds (Fama and French, 1997; Paswr and Stambaugh, 1999). For 
example, using the U.S. Treasury bill rate as the risk-free interest rate and the CRSP value-weight 
portfolio of publicly traded U.S. common stocks, the average value of the equity premium R,w- R11 for 
1927-2003 is 8.3 percent per year, with a standard error of 2.4 percent. The two standard error range 
thus runs from 3.5 percent to 13.1 percent, which is sufficient to make most projects appear either 
profitable or unprofitable. This problem is, however, hardly special to the CAPM. For example, expected 
returns in all versions of Merton's (1973) ICAPlvi include a market beta and the expected market 
premium. Also, as noted earlier the expected values of the size and book-to-nmrket premiums in the 
Fama-French three-factor model arc also estimated with substantial error. 
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The Cross-Section of Expected Stock 
Returns 
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ABSTRACT 

Two easily measured variables, aizc and book-lo·markct equity, combine to capture 
the cross-aectionnl vurinLion in overage stock returns associated wlth market {1, 
~iz~. ll:'vcrng-c, book·to·mnrk~L equity, and earnings-price ratios. Moreover, when the 
lc!:!ls nllo\U for vnriution in f3 thnL in unrelated to size, the relation between market 
}Jnnd nvcruge return is flnt, even when /3 Is the only explanatory variable. 

TilE ASSET·PRICING MODEL OF Sharpe (1964), Lintner (1965), and Black (1972) 
has long shaped the way academics and practitioners think about average 
returns and risk. The central prediction of the model is that the market 
portfniio of invested wealth is mean-variance efficient in the sense of 
Markowitz (1959). The efficiency of the market portfolio implies that (a) 
expected returns on securities are a positive linear function of their market 
{3s (the slope in the regression of a security's return on the market's return), 
and (b) market {3s suffice to describe the cross-section of expected returns. 

There are several empirical contradictions of the Sharpe-Lintner·Biack 
(SLB) model. The most prominent is the size effect of Banz (1981). He finds 
that market equity, ME (a stock's price times shares outstanding), adds to 
the explanation of the coss-section of average returns provided by market 
{Js. Average returns '·· _;nall (low ME) stocks tire too high given their p 
estimates, and average returns on large stocks are too low. 

Another contradiction of the SLB model is the positive relation between 
leverage and average return documented by Bhandari (1988). It is plausible 
that leverage is associated with risk and expected return, but in the SLB 
model, leverage risk should be captured by market {3, Bhandari finds, how· 
e\'er, that leverage helps explain the cross-section of average stock returns in 
tests that include size (ME) as well as {3. 

Stattman (1980) and Rosenberg, Reid, and Lanstein (1985) find that aver· 
age returns on U.S. stocks ar" positively related to the ratio of a firm's book 
value of common equity, BE, to its market value, ME. Chan, Hame.o, and 
Lakonishok (1991) find that book-to-market equity, BE/ME, also has a strong 
role in explaining the cross-section of average returns on Japanese stocks. 

• Graduate School of Business, University of Chicago, 1101 East 58th Street, Chicago, IL 
60637. We acknowledge the helpful comments of David Booth, Nat.fu Chen, George Conatanw 
tinides, Wayne Feraon, Edward George, Campbell Harvey, Josef Lakoniahok, Rex Slnquefleld, 
Rene Stulz, Mark Zmijeweski, and an anonymous referee. This research is oupported by the 
National Science Foundation tFamn) and the Center for Research in Security Prices (French). 
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Finally, Basu (1983) shows that earnings-price ratios (E/P) help explain 
the cross-section of average returns on U.S. stocks in tests that also include 
size and market {3. Ball (1978) argues that E/P is a catch-all proxy for 
unnamed factors in expected returns; E/P is likely to be higher (prices are 
lower relative to earnings) for stocks with higher risks and expected returns, 
whatever the unnamed sources of risk. 

Ball's proxy argument for EjP might also apply to size (ME), leverage, and 
book-to-market equity, All these variables can be regarded as different ways 
to scale stock prices, to extract the information in prices about risk and 
expected returns (Keirn (1988)). Moreover, since E/P, ME, leverage, and 
BE, ME are all scalet.l versions of price, it is reasonable to expect that some of 
them are redundant ror de:;~ribing average returns, Our goal is to evaluate 
the joint rolPs of market {3, size, E/P, leverage, and book-to-market equity in 
the cross-section of average returns on NYSE, AMEX, and NASDAQ stocks. 

Black, Jensen, and Scholes (1972) and Fama and MacBeth (1973) find that, 
as predicted by the SLB model, there is a positive simple relation between 
average stock returns and {3 during the pre-1969 period. Like Reinganum 
(1981) and Lakonishok and Shapiro (1986), we find that the relation between 
{3 and average return disappears during the more recent 1963-1990 period, 
even when [3 is used alone to explain average returns. The appendix shows 
that the simple relation between {3 and average return is also weak in the 
50-year 1941-1990 period. In short, our tests do not support the most basic 
prediction of the SLB model, that average stock returns are positively related 
to market [3s, 

Unlike the simple relation between {3 and average return, the univariate 
relations between average return and size, leverage, E/P, and book-to-market 
equity are strong. In m•1ltivariate tests, the negative relation between size 
!'nd average return i · · :.tst to the inclusion of Ll.her variables. The po•1trw 
relation between book-to-market equity and average return also persists in 
competition with other variables. Moreover, although the size effect has 
attracted more attention, book-to-market equity has a consistently stronger 
role in average returns. Our bottom-line results are: (a) {3 does not seem to 
help explain the cross-section of average stock returns, and {b) the combina· 
tion of size and book-to-market equity seems to absorb the roles of leverage 
and E/P in average stock returns, at least during our 1963-1990 sample 
period. 

If assets are priced rationally, our results suggest that stock risks are 
multidimensional. One dimension of risk is proxied by size, ME. Another 
dimension of risk is proxied by BE/ME, the ratio of the book value of 
common equity to its market value. 

It is possible that the risk captured by BE/ME is the relative distress 
factor of Chan and Chen (1991). They postulate that the earning prospects of 
firms are associated with a risk factor in returns, Firms that the market 
judges to have poor prospects, signaled here by low stock prices and high 
ratios of book-to-market equity, have higher expected stock returns (they are 
penalized with higher costs of capital) than firms with strong prospects, It is 
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also possible, however, that BE/ME just captures the unraveling (regression 
toward the mean) of irrational market whims about the prospects of firms. 

Whatever the underlying economic causes, our main result is straightfor· 
ward. Two easily measured variables, size (ME} and book-to-market equity 
(BE/ME), provide a simple and powerful characterization of the cross-section 
of average stock returns for the 1963-1990 period. 

In the next section we discuss the data and our approach to estimating {3. 
Section II examines the relations between average return and {3 and between 
average return and size. Section III examines the roles of E/P, leverage, and 
book-to-market equity in average returns. In sections IV and V, we summa· 
rize, interpret, and discuss applications of the results. 

I. Preliminaries 

A. Data 

We use all nonfinancial firms in the intersection of (a) the NYSE, AMEX, 
and NASDAQ return files from the Center for Research in Security Prices 
(CRSP) :md (b) the merged COMPUSTAT annual industrial files of income· 
statement and balance-sheet data, also maintained by CRSP. We exclude 
financial firms because the high leverage that is normal for these firms 
probably does not have the same meaning as for nonfinancial firms, where 
high leverage more likely indicates distress. The CRSP returns cover NYSE 
and AMEX stocks until 1973 when NASDAQ returns also come on line. The 
COMPUSTAT data are for 1962-1989. The 1962 start date reflects the fact 
that book value of common eCJuity (COMPUSTAT item 60}, is not generally 
available prior to 1962. Mar~ important, COMPUSTAT data for earlier years 
have a serious selection ~- . ::he pre-1962 data are tiited toward big histori· 
cally successful firms. 

To ensure that the accounting variables are known before the returns they 
are used to explain, we match the accounting data for all fiscal yearends in 
calendar year t - 1 (1962-1989} with the returns for July of year t to June of 
t + 1. The 6-month (minimum} gap between fiscal yearend and the return 
tests is conservative. Earlier work (e.g., Basu (1983)) often assumes that 
accounting data are available within three months of fiscal yearends. Firms 
are indeed required to file their 10,K reports with the SEC within 90 days of 
their fiscal yearends, but on average 19.B% do not comply. In addition, more 
than 40% of the December fiscal yearend firms that do comply with the 
90-day rule file on March 31, and their reports are not made public until 
April. (See Alford, Jones, and Zmijewski (1992}.} 

We use a firm's market equity at the end of December of year t- 1 to 
compute its book-to-market, leverage, and earnings-price ratios for t - 1, and 
we use its market equity for June of year t to measure its size. Thus, to be 
included in the return tests for July of year t, a firm must have a CRSP stock 
price for December of year t - 1 and June of year t. It must also have 
monthly returns for at least 24 of the 60 months preceding July of year t (for 
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"pre-ranking" [3 estimates, discussed below). And the firm must have 
COMPUSTAT data on total book assets (A), book equity (BE), and earn­
ings (E), for its fiscal year ending in (any month of) calendar year t- 1. 

Our use of December market equity in the E/P, BEjME, and leverage 
ratios is objectionable for firms that do not have December fiscal yearends 
because the accounting variable in the numerator of a ratio is not aligned 
with the market value in the denominator. Using ME at fiscal yearends is 
also problematic; then part of the cross-sectional variation of a ratio for a 
given year is due to market-wide variation in the ratio during the year. For 
example, if there is a general fall in stock prices during the year, ratios 
measured early in the year will tend to be lower than ratios measured later. 
We can report, however, that the use of fiscal-yearend MEa, rather than 
December MEJ, in the accounting ratios has little impact on our return tests. 

Finally, the tests mix firma with different fiscal yearends. Since we match 
accounting data for all fiscal yearends in calendar year I - 1 with returns for 
July of t to June of I+ 1, the gap between the accounting data and the 
matching returns varies across firms. We have done the testa using the 
smaller sample of firms with December fi~oal yearends with similar results. 

B. Estimating Market [3s 

Our asset-pricing tests use the cross-sectional regression approach of Fama 
and MacBeth (1973). Each month the cross-section of returns on stocks is 
regressed on variables hypothesized to explain expected returns. The time· 
series means of the monthly regression slopes then provide standard tests of 
whether different explanatory variables are on average priced. 

Since size, E/P, leverage, and BE/ME are measured precisely for individ­
ual stocks, there is no r~A•on to smear the information in these variables hy 
using portfolios in the """'a-MacBeth (FM) regressions. Most previous tests 
use portfolios because estimates of market [3a are more precise for portfolios. 
Our approach is to estimate [3s for portfolios and then assign a portfolio's [3 to 
each stock in the portfolio. This allows us to use individual stocks in the FM 
asset-pricing tests. 

B.l. fJ Estimation: Details 

In June of each year, all NYSE stocks on CRSP are sorted by size (ME) 
to determine the NYSE deciie breakpoints for ME. NYSE, AMEX, and 
NASDAQ stocks that have the required CRSP-COMPUSTAT data are then 
allocated to 10 size portfolios based on the NYSE breakpoints. (If we used 
stocks from all three exchanges to determine the ME breakpoints, most 
portfolios would include only small stocks after 1973, when NASDAQ stocks 
are added to the sample.) 

We form portfolios on size because of the evidence of Chan and Chen (1988) 
and others that size produces a wide spread of average returns and {Js. Chan 
and Chen use only size portfolios. The problem this creates Is that size and 
the [3s of size portfolios are highly correlated (- 0.988 in their data), so 
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asset-pricing tests lack power to separate size from (j effects in average 
returns. 

To allow for variation in (j that is unrelated to size, we subdivide each size 
decile into 10 portfolios on the basis of pre-ranking (js for individual stocks. 
The pre-ranking {Js are estimated on 24 to 60 monthly returns (as available) 
in the 5 years before July of year t. We set the (j breakpoints for each size 
decile using only NYSE stocks that satisfy our COMPUSTAT-CRSP data 
requirements for year t - 1. Using NYSE stocks ensures that the (j break· 
points are not dominated after 1973 by the many small stocks on NASDAQ. 
Settin'l" (3 breakpoints with stocks that satisfy our COMPUSTAT·CRSP data 
requirements guarantees that there are firms in each of the 100 size-(j 
portfolios. 

After assigning firms to the size-(j portfolios in June, we calculate the 
equal-weighted monthly returns on the portfolios for the next 12 months, 
from July to June. In the end, we have post-ranking monthly returns for July 
1963 to December 1990 on 100 portfolios formed on size and pre-ranking {Js. 
We then "stimate {Js using the full sample (330 months) of post-ranking 
returns on each of the 100 portfolios, with the CRSP value-weighted portfolio 
of NYSE, AMEX, and (after 1972) NASDAQ stocks used as the proxy for the 
market. We have also estimated (js using the value-weighted or the equal· 
weighted portfolio of NYSE stocks as the proxy for the market. These (3s 
produce inferences on the role of {3 in average returns like those reported 
below. 

We estimate (3 as the sum of the slopes in the regression of the return on a 
portfolio on the current and prior month's market return. (An additional lead 
and Jag of the market have little effect on these sum (js.) The sum {3s are 
meant to adjust for nomynchronous trading (Dimson (1979}), Fowler and 
Rorke (1983) show t!;. . :,urn {Js are biased wi,en the market return is 
autocorrelated. The 1st· and 2nd-order autocorrelations of the monthly mar· 
ket returns for July 1963 to December 1990 are 0.06 and - 0.05, both about 1 
standard error from 0. If the Fowler·Rorke corrections are used, they lead to 
trivial changes in the {Js. We stick with the simpler sum (js, Appendix Table 
AI showR that using sum {Ja produces large increases in the (js of the smallest 
ME portfolios and small declines in the {3s of the largest ME portfolios. 

Chan and Chen (1988) show that full-period {3 estimates for portfolios can 
work well in tests of the SLB model, even if the true {Js of the portfolios vary 
through time, if the variation in the (3s is proportional, 

f3jt- {3j = k,({3j- /3), (1) 

where (3i, is the true (j for portfolio j at time t, {Ji is the mean of {Jit across t, 
and (j is the mean of the /3p The Appendix argues that (1) is a good 
approximation for the variation through time in the true {Js of portfolios (j) 
formed on size and {3. For diehard (j fans, sure to be skeptical of our results 
on the weak role of (j in average stock returns, we can also report that the 
results stand up to robustness checks that use 5-year pre-ranking {Js, or 
5-year post·ranking {3s, instead of the fuJJ.period post-ranking (js. 



432 The Journal of Finance 

We allocate the full-period post-ranking {3 of a size-{3 portfolio to each stock 
in the portfolio. These are the {3s that will be used in the Fama-MacBeth 
cross-sectional regressions for individual stocks. We judge that the precision 
of the full-period post-ranking portfolio {3s, relative to the imprecise {3 esti· 
mates that would be obtained for Individual stocks, more than makes up for 
the fact that true f3s are not the same for all stocks in a portfolio. And note 
that assigning full-period portfolio f3s to stocks does not mean that a stock's {3 
is constant. A stock can move across portfolios with year-to-year changes in 
the stock's size (ME) and in the estimates of its f3 for the preceding 5 years. 

B.2. f3 Estimates 

Table I shows that forming portfolios on size and pre-ranking /1s, rather 
than on size alone, magnifies the range of full-period post-ranking {3s. Sorted 
on size alone, the post·ranking {3s range from 1.44 for the smallest ME 
portfolio to 0.92 for the largest. This spread of f3s acrosn the 10 size deciles is 
smaller than the spread of post-ranking f3s produced by the {3 sort of any size 
decile. Fer ~xample, the post-ranking f3s for the 10 portfolios In the smallest 
size decile range from 1.05 to 1.79. Across all 100 size·/1 portfolios, the 
post-ranking f3s range from 0.53 to 1.79, a spread 2.4 times the spread, 0.52, 
obtained with size portfolios alone. 

Two other facts about the {3s are important. First, in each size decile the 
post-ranking {3s closely reproduce the ordering oi the pre-ranking fls. We 
take this to be evidence that the pre-ranking f3 sort captures the ordering of 
true post-ranking f3s. (The appendix gives more evidence on this important 
issue.) Second, the f3 sort ;~ not a refined size sort. In any size decile, the 
average values of ln(Mb1 "'" similar across the f3·sorted portfolios. Thus the 
pre-ranking f3 sort achieves ita goal. It produces strong variation in post· 
ranking {3s that is unrelated to size. This is important in allowing our tests 
to distinguish between {3 and size effects in average returns. 

II. {3 and Size 

The Shnrpe-Lintner-Biack (SLB) model plays an important role in the way 
academics and practitioners think about risk and the relation between risk 
and expected return. We show next that when common stock portfolios are 
formed on size alone, there seems to be evidence for the model's central 
prediction: average return is positively related to {3. The fls of size portfolios 
are, however, almost perfectly correlated with size, so tests on size portfolios 
are unable to disentangle {3 and size effects in average returns. Allowing for 
variation in {3 that is unrelated to size breaks the logjam, but at the expense 
of /1. Thus, when we subdivide size portfolios on the basis of pre-ranking fls, 
we find a strong relation between average return and size, but no relation 
between average return and /1. 
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A. Informal Tests 

Table !I shows post-ranking average returns for July 1963 to December 
1990 for portfolios formed from one-dimensional sorts of stocks on size or (J. 
The portfolios are formed at the end of June each year and their equal­
weighted returns ere calculated for the n~xt 12 months. We use returns for 
July to June to match the returns in later tests that use the accounting data. 
Wh~n we sort on just size or 5-year pre-ranking fls, we form 12 portfolios. 
The middle 8 cover deciles of size or (J. The 4 extreme portfolios (lA, lB, lOA, 
a11d lOB) split the bottom and top deciles in half. 

Table !I shows that when portfolios are formed on size alone, we observe 
the familiar strong negative relation between size 11nd average return (Benz 
(1981)), and a strong positive relation between average return and (J. Aver­
age returns fall from 1.64% per month for the smallest ME portfolio to 0.90% 
for the largest. Post-ranking (Js also decline across the 12 size portfolios, from 
1.44 for portfolio lA to 0.90 for portfolio lOB. Thus, a simple size sort seems 
to support the SLB prediction of a positive relation between (J and average 
return. But the evidence is muddied by the tight relation between size and 
the ps of size portfolios. 

The portfolios formed on the basis of the ranked market (Js of stocks In 
Table II produce a wider range of fls (from 0.81 for portfolio lA to 1.73 for 
lOB) than the portfolios formed on size. Unlike the size portfolios, the 
(J-sorted portfolios do not support the SLB model. There Is little spread In 
average returns across the (J portfolios, and there is no obvious relation 
between (J and average returns. For example, although the two extreme 
portfolios, lA and lOB, have much different fls, they have nearly identical 
average returns (1.2001- ""'d 1.18% per month). These results for 1963-l::l!l() 
confirm Reinganum's (l~tsl) evidence that for (J-sorted portfolios, there is no 
relation between average return and (J during the 1964-1979 period. 

The 100 portfolios formed on size and then pre-ranking (J in Table I clarify 
the contradictory evidence on the relation between (J and average return 
produced by portfolios formed on size or (3 alone. Specifically, the two.pass 
sort gives a clearer picture of the separate roles of size and (J in average 
returns. Contrary to the central prediction of the SLB model, the second-pass 
(J sort produces little variation in average returns. Although the post-ranking 
(Js in Table I increase strongly in each size decile, average returns are flat or 
show a slight tendency to decline. In contrast, within the columns of the 
average return and (J matrices of Table J, average returns and (Js decrease 
with increasing size. 

The two-pass sort on size and (J in Table l says that variation in (3 that Is 
tied to size is positively related to average return, but variation in {J 
unrelated to size is not compensated in the average returns of 1963-1990. 
The proper inference seems to be that there is a relation between size and 
average return, but controlling for size, there is no relation between {J and 
average return. The regressions that follow confirm this conclusion, and they 
produce another that is stronger. The regressions show that when one allows 



Table I 

Average Returns, Post-Ranking {Js and Average Size For Portfolios Formed on 
Size and then {3: Stocks Sorted on ME (Down) then Pre-Ranking {J (Across): 

July 1963 to December 1!100 
Portfolios are formed yearly. TI1e breakpoints for the si:e (ME, price times ~hares oul!:ltanding) deciles are determint.-d in 
June of year 1 (I = 1953-1990) using all NYSE stocks on CRSP. All NYSE, AMEX, and NASDAQ stocks that meet the 
CRSP-COMPUSfAT data requirements nre aHoc!lted to the 10 size portfolios using the NYSE breakpoints. Each size 
decile is subdivided into 10 {3 portfolios using pre-ranking {Js of individual stocks, estimated with 2 to 5 years of monthly 
returns (ns available) ending in June of year t. We use only NYSE stocks that meet the CRSP.COMPUSTAT data 
requirements to establish the tJ breakpoints. The equal-weighted monthly returns on the resulting 100 portfolios are then 
calculated for July of year I to June of year I + 1. 

The post-ranking t3s use the full (July 1963 December 1990) sample of post-ranking returns for each portfolio. The 
pre-- and post-ranking fls (here and in all other .• ties) are the sum of the s1opt!S from a regression of monthly returns on 
the current and prinr month's returns on the vaiue-weighted portfolio ofNYSE, Al\.iEX, and (after 1972) NASDAQ stocks. 
The.average return is the lime-series average of the monthly equal-weighted portfolio returns, in percent. The a\'erage size 
of a portfolio is the time-series average of monthly averages of ln(ME) for stocks in the portfolio at the end of June of each 
year, with ME denominated in millions of dollars. 

The average number of stocks per month for the size..P portfolios in the smallest size decile varies from 70 to 171. The 
average number of stocks for the size.P portfolios in size deeiles 2 and 3 is between 15 and 41, and the average number for 
the largest 7 size deciles is between 11 and 22. 

The All column shows statistics for equal-weighted sUe-decile (ME) portfolios. The All row shows statistics for 
equal-weighted portfolios of the stocks in each {3 group. 

·--~--

All Low.p /l-2 ~-3 /l-4 /l-5 fl-6 ~-7 ~.a /l-9 High-jl 

Panel A: Average Monthly Returns (in Percent) 

All 1.25 1.34 1.29 1.36 1.31 1.33 1.28 1.24 1.21 1.25 1.14 

Small-ME 1.52 1.71 1.57 1.79 1.61 1.50 1.50 1.37 1.63 1.50 1.42 
ME-2 1.29 1.25 1.42 1.36 1.39 1.65 1.61 1.37 1.31 1.34 1.11 
M£.3 1.24 1.12 1.31 1.17 1.70 1.29 1.10 1.31 1.36 1..26 0.76 
ME-4 1.25 1.27 1.13 1.54 1.06 1.34 1.06 1.41 1.17 1.35 0.98 
JIIE.5 1.29 1.34 1.42 1.39 1.48 1.42 1.18 1.13 1.27 1.18 1.08 

ME-6 1.17 1.08 1.53 1.27 1.15 1.20 1.21 1.18 1.04 1.07 1.02 

ME-7 1.07 0.95 1.21 1.26 1.09 1.18 1.11 1.24 0.62 1.32 0.76 

ME-8 1.10 1.09 1.05 ~.37 1.20 1.27 0.98 1.18 1.02 1.01 0.94 

ME-9 0.95 0.98 0.88 j .02 1.14 1.07 1.23 0.94 0.82 0.88 0.59 

Large-ME 0.89 1.01 0.93 1.10 0.94 0.93 0.89 1.03 0.71 0.74 0.56 
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Table 1-Continued 
--·-- ------~-- ----·-- --·-- --------

All Low-fl il-2 P-3 P-4 P-5 Ji-6 il-7 il-8 ~-9 High-li --·--·- --------- -·----------··- ---·. -- .. - - -----
Panel B: Post-Ranking iJs 

--------------- --- ... --.. - -------- ------ ----- ---.. . ...... ----- ----·· 
All 0.87 0.99 1.09 1.16 1.26 1.29 1.35 1.45 1.52 1.72 ;2 
Small-ME 1.44 LOS LIB 1.28 1.32 1.40 1.40 1.49 1.61 1.64 1.79 "' 
ME-2 1.39 0.91 1.15 1 :7 1.24 1.36 1.41 1.43 1.50 1.66 1.76 (') .., 
ME-3 1.35 0.97 1.13 3 1.21 1.26 1.28 1.39 1.50 1.51 1.75 0 

"' ME-4 1.34 0.78 1.03 :i .• '"J 1.16 1.29 1.37 1.46 !.51 1.64 1.71 ~ ME-5 1.25 0.66 0.85 1.12 1.15 1.16 1.26 1.30 1.43 1.59 1.68 "' ME-6 1.23 0.61 0.78 1.05 1.16 1.22 1.28 1.36 1.46 1.49 1.70 !<. 
ME-7 1.17 0.57 0.92 1.01 1.11 1.14 1.26 1.24 1.39 1.34 1.60 5" 

" I\IE-8 1.09 0.53 0.74 0.94 1.02 1.13 1.12 1.18 1.26 1.35 1.52 ->; 
ME-9 1.03 0.58 0.74 0.80 0.95 1.06 1.15 1.14 1.21 1.22 1.42 r Large-ME 0.92 0.57 0.71 0.78 0.89 0.95 0.92 1.02 1.01 1.11 1.32 

·-· "' Panel C: Average Size (In( ME)) ::a -- -- "' 
All 4.11 3.86 4.26 4.33 4.41 4.27 4.32 4.26 4.19 4.03 3.77 

~ 

rn -Small-ME 2.24 2.12 2.27 230 2.30 2.28 2.29 2.30 2.32 2.25 2.15 0 

"' ME-2 3.63 3.85 3.68 3.70 3.72 3.69 3.70 3.69 3.69 3.70 3.68 
,.. 

ME-3 4.10 4.14 4.18 4.12 4.15 4.16 4.16 4.18 4.14 4.15 4.15 ~ 
"' ME-4 4.50 4.53 4.53 4.57 4.54 4.56 4.55 4.52 4.58 4.52 4.56 -" ME-5 4.89 4.91 4.91 4.93 4.95 4.93 4.92 4.93 4.92 4.92 4.95 
., 
" ME-6 5.30 5.30 5.33 5.34 5.34 5.33 5.33 5.33 5.33 5.34 5.36 "' 

ME-7 5.73 5.73 5.75 5.77 5.76 5.73 5.77 5.17 5.76 5.72 5.76 
ME-8 6.24 6.26 6.27 6.26 6.24 6.24 6.27 6.24 6.24 6.24 6.26 
ME-9 6.82 6.82 6.84 6.82 6.82 6.81 6.81 6.81 6.81 6.80 6.83 
Large-ME 7.93 7.94 6.04 8.10 8.04 8.02 8.02 7.94 7.80 7.75 7.62 

.... 
"" 00 



Table II 

Properties of Portfolios Formed on Size or Pre-Ranking 13: 
July 1963 to December HmO 

At the end of June of each year t, 12 portfolios are formed on the basis of ran l<.cd values of size (I\1E) £IT pre-ranking f!_ The 
pre-ranking /3s use 2 to 5 years (ns availablt:) of monthly returns ending in June loft. Portfolios 2-9 co\'er deeiles of the 
ranking variables. The bottom and top 2 portfolios (lA, lB. lOA, and lOB) split the bottom aPd top deciles in half. The 
breakpoints for the ME portfolios are based on ranked values of ME for all NYSE stocks on CRSP4 NYSE breakpoints for 
pre-ranking fjs are also used to form the {j portrolios. NYSE, AMEX, ant! NASDAQ stocks are then allocated to the size or 
{J portfolios using the NYSE breakpoints. We calculate each portfolio's monthly equal-weighted return for July of year t to 
June of year t + 1, and then reform the portfoli"'s in June of 1 + 1. 

BE is the book value of common equity plu '>."llnnce-shcet deferred taxes, A is total book assets, and E is earnings 
(income before extraordinary items, plus !neon. '~atement deferred taxes, minus preferred dividends). BE. A. and E are 
for each firm's late!;t fiscal year ending in cnlet.dar yenr I- 1. The accounting ratios are measured using market equity 
ME in DecembeT oi yenr l- 1. Firm size ln(MEJ is measured in June of year I, v:ith ME denominated in millions of 
dollars. 

The average return is the time-series average of the monthly equal-weighted portfolio returns, in peTCent. lnfME). 
ln(BEjM.E), ln(A/ME), ln(A/BEJ. Etp, and E/P dummy are the time-series averages of the monthly average values of 
these variables in each portfolio. Since the E/P dummy is 0 when earnings are positive, and 1 when earnings are negative, 
EjP dummy gives the average proportion of stocks with negative earnings in each portfolio. 

{J is the time-series average of the monthly portfolio {Js. Stocks are assigncrl the post.ranking t3 of the siz.e-tJ portfolio 
they are in at. the end of June of year I (Table 1). These individual·firm fjs are averaged to compute the monthly Bs for 
each portfolio for July of year t to June of year t + 1. 

Firms is the average number of stoclcJ in the oortfolio each month. 

1A lB 2 3 4 5 6 7 8 9 lOA lOB 
---- ----·--· -·-·---------~------------

Panel A: Portfolios Formed on Size 
-------------------·--·------ --·---·-· 

Return 1.64 1-16 1.29 1.24 1.25 1.29 1.17 1.01 1.10 0.95 0.88 0.90 
II 1.44 1.44 1.39 1.34 1.33 1.24 1.22 1.16 1.08 1.02 0.95 D-90 
ln(ME) 1.98 3.18 3.63 4.10 4.50 4.89 5.30 5.73 6.24 6.82 7.39 8.44 
ln(BEfME) -0.01 -0.21 -0.23 -0.26 -0.32 -0.36 -0.36 -0.44 -0.40 -0.42 -0_51 -0.65 
ln!A/MEl 0.73 0.50 0.46 0.43 0.37 0_32 0.32 0.24 0.29 0.27 0.17 -0.03 
ln(A/BE) 0.75 0.71 0.69 0.69 R68 0.67 0.68 0.67 0.69 0.70 0.68 0.62 
Etpdummy 0.26 0.14 0.11 0.0!' 0.08 0.04 0.04 0.03 0.03 0.02 0.02 0.01 
E(+)/P 0.09 0.10 0.10 0.111 0.10 0.10 0.10 0.10 o_1o 0.10 0.09 0.09 
Firma 772 189 236 17(; 144 140 128 125 119 114 60 64 
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T9ble 11-Conlinued 
--· 

lA 1B 2 3 4 5 6 7 
-------

Panel B: Portrolios Fonncd on Pre--Ranking fJ 
-----
Return 1.20 1.20 1.32 1.26 1.31 1.30 1.30 1.23 
ll 0.81 0.79 0.92 1.04 1.13 1.19 1.26 1.32 
ln(MEl 4.21 4.86 4.75 4.68 4.59 4.48 4.36 4.25 
lnlBEJMEl -0.16 -0.13 -0.22 -0.21 -0.23 -0.22 -0.22 -0.25 
ln(A/MEl 0.60 0.86 0.49 0.45 0.42 0.42 0.45 0.42 
ln(Aj]lE} 0.78 0.79 0.71 0.66 0.64 0.65 0.67 0.67 
EfPdummy 0.12 0.06 0.09 OIJ9 0.08 0.09 0.10 0.12 

El+l/P 0.11 0.12 0.10 O.JO 0.10 0.10 0.10 0.09 
Firms 116 80 185 181 179 182 185 205 

----
6 9 lOA 

1.23 1.33 1.34 
1.41 1.52 1.63 
3.97 3.76 3.52 

-0.23 -0.27 -0.31 
0.47 0.46 0.46 
0.70 0.73 0.77 
0.12 Q.14 0.17 
0.10 0.09 0.09 
227 267 165 

lOB 
·----

1.18 
1.73 
3.15 

-0.50 
0.31 
0.81 
0.23 
0.06 
291 
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for variation in (3 that is unrelated to size, the relation between (3 and 
average return is flat, even when {3 is the only explanatory variable. 

B. Fama-MacBelh Regressions 

Table Ill shows time-series averages of the slopes from the month·by-month 
Fama·MncBeth (FM) regressions of the cross-section of stock returns on size, 
{3, and the other variables (leverage, E/P, and book-to·market equity) used to 
explain average returns. The average slopes provide standard FM tests for 
determining which explanatory variables on average have non-zero expected 
premiums during the July 1963 to December 1990 period. 

Like the average returns In Tables I and II, the regr~;~ssionsln Table III say 
that size, ln(ME), helps explain tho cross·section of average stock returns. 
The average slope from the monthly regressions of returns on si~e alone is 
-0.15%, with a !-statistic of -2.58. This reliable negative relation persists 
no matter which other explanatory variablos are in the regressions; the 
average slopes on ln(ME) are always close to or more than 2 standard errors 
from 0. The size effect (smaller stocks have higher average returns) Is thus 
robust ;., the 1963-1990 returns on NYSE, AMEX, and NASDAQ stocks. 

In contrast to the consistent explanatory power of size, the FM regressions 
show that market {3 does not help explain average stock returns for 
1963-1990. In a shot straight at the heart of the SLB model, the average 
slope from the regressions of returns on (3 alone in Table III is 0.15% per 
month and only 0.46 standard errors from 0. In the regressions of returns on 
size and {3, size has explanatory power (an average slope -3.41 standard 
errors from 0), but the average slope for {3 is negative and only 1.21 standard 
errors from 0. Lakonishok . .md Shapiro (1986) get similar results for NYSE 
stocks for 1962-1981. V> ... -~n also report that {3 shows no power to explain 
average returns (the average slopes are typically less than 1 standard error 
from 0) in FM regressions that use various combinations of (3 with size, 
book-to-market equity, leverage, and E/P. 

C. Can {3 Be Saued? 

What explains the poor results for (3? One possibility is that other explana· 
tory variables are correlated with true {3s, and this obscures the relation 
between average returns and measured (3s. But this line of attack cannot 
explain why (3 has no power when used alone to explain average returns. 
Moreover, leverage, book-to·market equity, and E/P do not seem to be good 
proxies for (3. The averages of the monthly cross·sectional correlations be· 
tween {3 and the values of these variables for individual stocks are all within 
0.15 of 0. 

Another hypothesis is that, as predicted by the SLB model, there is a 
positive relation between {3 and average return, but the relation Is obscured 
by noise in the (3 estimates. However, our full-period post·ranklng /38 do not 
seem to be imprecise. Most of the standard errors of the (Js (not shown) are 
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Table Ill 

Average Slopes ( t-Statlstlcs) from Month·by-Month Regressions of 
Stock Returns on /3, Sl:!:e, Book-to·Market Equity, Leverage, and E/P: 

July 1963 to December 1990 
Stocks nrc na•l~ncd the peaL-ranking P of the si<e·a portfolio they are In at the end of June of 
ycnr I (Tobie 1). BE is the bonk value of comn~on equity pluo balance-sheet deferred taxe&, A Ia 
totnl book as~cLa, and F. is ('Brnlngs (income before extraordinary Items, plus ln~"Omo·statement. 
dt?fcrrcod ln>.:cn, minus prcferrt!d dividends). BE, A, and E are for each firm's latest fiscal year 
~nding in cn.lcndnr year t- 1. The accounting ratios are measured using market. equity ME In 
December of year t- l. Firm size ln{ME) ia measured In June of year t. In the regressions, these 
vnlunn of the explanatory variables for Individual stocks are matched with CRSP returns rar \he 
rnonlhH from July of year t to June of y~ar t + I. The gap between the accounting data and tho 
rcturnll cnliurcs thnt the accounting data are availnble prior to the ret.urna, lr earnings are 
po,ltlvc, E( + l/P Is toe rnllo of total corning• to market equity and E/P dummy I• 0. Irearnlngg 
nrc nc~ntivc, E( + )/P Is 0 and E/P dun~my Is 1. 

The nvcrngc stope is tho timc•!H:'ric-s overage or the monthly regression alopes for July 1963 to 
December 1990, ond the t·stntlstlc ls tho average slope divided by its tlme·serles st.andard error. 

On 11vcrngt>1 there nre 2267 stocks in the monthly regressions. To avoid giving extftlmo 
obMurvntlons heavy weight In tho regressions, tho smallest and largest 0.6% of the ob!KirvaUcns 
on Ei + l/P, BE/ME, A/ME, and A/BE aro set •quulto lhc next largest or amnUeat values of the 
rnlios {th<.· \.1,005 a.nd 0.990 frnctilcs). This hau no effect on inferences. 
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ln(A/BE) 

-0.57 
( -5.34) 

-0.50 
( -4.56) 

-0.46 
( -4.45) 

E/P 
Dummy E(+)/P 

0.57 4.72 
(2,28) (4.57) 

0.06 
(0.381 

-0.14 
(-0.90) 

-0.08 
(-0.56) 

2.99 
(3.04) 

0.87 
(1.23) 

1.15 
(1.57) 
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0,05 or less, only 1 is greater than 0.1, and the standard errors are small 
relative to the range of the {3s (0.53 to 1.79). 

The f3·sorted portfolios in Tables I and II also provide strong evidence 
against the {3-measurcment-error story. When portfolios are formed on pre· 
ranking {3s alone (Table II), the post-ranking {3s for the portfolios almost 
perfectly reproduce the ordering of the pre-ranking {3s. Only the {3 for 
portfolio 1B is out of line, and only by 0.02. Similarly, when portfolios are 
formed on size and then pre-ranking {3s (Table I), the post-ranking {3s in each 
~ize decile closely reproduce the ordering of the pre-ranking {3s. 

The correspondence between the ordering of the pre-ranking and post· 
ranking {3s for the {3-sorted portfolios in Tables I and II is evidence that the 
post-ranking {3s are informativt! about the ordering of the true {3s. The 
problem for the SLB model is that there is no similar ordering in the average 
returns on the {3-sorted portfolios. Whether one looks at portfolios sorted on {J 
alone (Table II) or on size and then {3 (Table 1), average returns are flat 
(Table II) or decline slightly (Table I) as the post·ranklng {3s Increase. 

Our evidence on the robustness of the size effect and the absence of a 
relation between {3 and average return is RO contrary to the SLB model that It 
behooves >.ls to examine whether the results are special to 1963-1990. The 
appendix shows that NYSE returns for 1941-1990 behave like the NYSE, 
AMEX, and NASDAQ returns for 1963-1990; there is a reliable size effect 
over the full 50-year period, but little relation between /3 and average return. 
Interestingly, there is a reliable simple relation between {3 and average 
return during the 1941-1965 period. These 25 years are a major part of the 
samples in the early studies of the SLB model of Black, Jensen, and Scholes 
(1972) and Fama and MacBeth (1973). Even for the 1941-1965 period, 
however, the relation betwe"n {3 and average return disappears when we 
control for size. 

III. Book-to-Market Equity, E/P, and Leverage 

Tables I to III say that there is a strong relation between the average 
returns on stocks and size, but there is no reliable relation between average 
returns and {3. In this section we show that there is also a strong cross· 
sectional relation between average returns and book-to-market equity. If 
anything, this book-to-market effect is more powerful than the size effect. We 
also find that the combination of size and book-to-market equity absorbs the 
apparent roles of leverage and E/P in average stock returns. 

A. Average Returns 

Table IV shows average returns for July 1963 to December 1990 for 
portfolios formed on ranked values of book-to-market equity (BE/ME) or 
earnings-price ratio (E/P). The BE/ME and E/P portfolios In Table IV are 
formed in the same general way (one-dimensional yearly sorts) as the size 
and {3 portfolios in Table II. (See the tables for details.) 
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The relation between overage return and E/P has a familiar U-shape (e.g., 
Joffe, Keirn, and Westerfield (1989) for U.S. data, and Chan, Hamao, and 
Lnkonishok (1991) for Japan). Average returns decline from 1.46% per 
month for the negative E/P portfolio to 0.93% for the firms in portfollo lB 
that have low but positive E/P. Average returns then increase monotoni· 
cally, reaching 1.72% per month for the highest E/P portfolio. 

The more striking evidence in Table IV is the strong positive relation 
between average return and book-to-market equity. Average returns rise 
irom 0.30% for the lowest BE/ME portfolio to 1.83% for the highest, a 
difference of 1.53% per month. This spread is twice as large as the difference 
of 0.74% between the average monthly returns on the smallest and largest 
size portfolios in Table II. Note also that the strong relation between book-to· 
market equity and average return is unlikely to be a fJ effect in disguise; 
Table IV shows that post-ranking market /ls vary little across portfolios 
formed on ranked values of BE/ME. 

On average, only about 50 (out of 2317) firms per year have negative book 
equity, BE. The negative BE firms are mostly concentrated in the last 14 
years of the sample, 1976-1989, and we do not include them in the testa. We 
can report, however, that average returns for negative BE firma are high, 
like the average returns of high BE/ME firms. Negative BE (which results 
from persistently negative earnings) and high BE/ME (which typically means 
that stock prices have fallen) are both signals of poor earning prospects. The 
similar average returns of negative and high BE/ME firma are thus consist· 
ent with the hypothesis that book-to-market equity captures cross-sectional 
variation in average returns that is related to relative distress. 

B. Fama-MacBeth RegresRino·• 

B.l. BE/ME 

The FM regressions in Table III confirm the importance of book-to-market 
equity in explaining the cross-section of average stock returns. The average 
slope from the monthly regressions of returns on ln(BE/ME) alone is 0.50%, 
·:vith a /-statistic of 5.71. This book-to-market relation is stronger than the 
size effect, which produces a /-statistic of -2.58 in the regressions of returns 
on ln(ME) alone. But book-to-market equity does not replace size In explain· 
ing average returns. When both ln(ME) and ln(BE/ME) are included in the 
regressions, the average size slope is etill -1.99 standard errors from 0; the 
book-to-market slope is an impressive 4.44 standard errors from 0. 

B.2. Leverage 

The FM regressions that explain returns with leverage variables provide 
interesting insight into the relation between book-to-market equity and 
average return. We use two leverage variables, the ratio of book assets to 
market equity, A/ME, and the ratio of book assets to book equity, A/BE. We 
interpret A/ME as a measure of market leverage, while A/BE is a measure 



Tab!• IV 

Properties of Portfolios Formed on Book-to-Market Equity (BE/ME) and Earning:s-Price Ratio {EjP): 
July 1963 to December 1990 

At the end of each year I- 1. 12 portfolios are formed on the basis of ranked values of BE/ME or E/P. Portfolios 2-9 cm:er dcciles of the ranking 
variables. The bottom and top 2 portfolios {lA.lB, lOA, and lOB) split the bottom and top deciles in half. For EJP.there are 13 portfolios; portfolio 0 
is stocks with negative EjP. Since BE/ME and E/P are not strongly related to exchange listing, their ponfolio breakpoints are determined on the 
basis of the ranked values of the variables for all stocks that satisfy the CRSP-COMPUSTAT data requirements. BE is the book ._-alue of common 
equity plus balance.shcct deferred taxes, A is total book assets. and E is earnings (income before extraordinary items. plus income-statement 
deferred taxes, minus preferred dividends). BE, A, and E are for each firm·s latest fiscal year ending in calendar year I - L The accounting ratios 
are measured using market equity ME in December of year · - 1. Finn sire ln(ME) is measured in June of year t~ with ME denominated in millions 
of dollars. We calculate each portrolio"s monthly cqual-weiJ .t•d return for July or year t to June of year t + 1. and then ref ann the portfolios al the 
end of year I. 

Return is the lime-series average of the monthly equal-weighted portfolio returns (in percent). ln(ME), ln(BE I\! E). ln(AiME). ln(A/BEl. E( + )/P, 
and E/P dummy are the time-series averages of the monthly average values of these variables in each portfolio. Since the E/P dummy is 0 when 
earnings are positive. and 1 when earnings are negative, E/P dummy gives the average proportion vf stocks with negath.-e eaminbrs in each 
portfolio. 

.... .... 
"" 

~ 
"' 
~ 
" ... 
"' "' -fJ is the time-series average of the monthly portfolio /Js. Stocks are assigned the post-ranking 11oft he size..lj portfolio they are in at the end of June ~ 

of year 1 (Table 1). These individual-finn {js are averaged to compute the month1y /3s for each portfolio for Ju)y of year t to June or year I + L "'l:J. 
Finns is the average number of stocks in the portfolio each month. ;;· 

Portfolio 0 lA lB 2 3 4 5 6 

Panel A: Stocks Sorted on Book-to-Market Equity (BE/ME) 
---

Return 0.30 0.67 0.87 0.97 1.()4 1.17 1.30 

~ 1.36 1.34 1.32 1.30 1.28 1.27 1.27 
ln(ME) 4.53 4.67 4.69 4.56 4.47 4.38 4.23 
ln(BE/ME) -2.22 -1.51 -1.09 -0.75 -0.51 -0.32 -0.14 
In( A/ME) -1.24 -0.79 -0.40 -0.05 0.20 0.40 0.56 
ln(A/BEl 0.94 0.71 0.68 0.70 0.71 0.71 0.70 
E/Pdummy 0.29 0.15 0.10 0.08 0.08 0.08 0.09 
El+l!P 0.03 0.04 0.06 0.08 0.09 0.10 0.11 
Finns 89 98 209 222 226 230 235 

7 8 9 

1.44 1.50 1.59 
1.27 1.27 1.29 
4.06 3.85 3.51 
0.03 0.21 0.42 
0.71 0.91 1.12 
0.68 0.70 0.70 
0.09 0.11 0.15 
0.11 0.12 0.12 
237 239 239 

-------
lOA lOB 

·----
-·-· 

1.92 1.83 
1.33 1.35 
3.06 2.85 
0.66 1.02 
1.35 1.75 
0.70 0.73 
0.22 0.36 
0.11 0.10 
120 117 

"' "' ~ 



Tnble IV-Continutd 
------

Portfolio 0 !A !B 2 3 4 5 6 7 

Panel B: Stocks Snrted on Earnings-Price Ratio (E/P) 
----

Return 1.46 1.04 0.93 0.94 1.03 1.18 1.22 1.33 1.42 
~ 1.47 1.40 1.35 1.31 1.28 1.26 1.25 1.26 1.24 
ln(MEl 2.48 3.64 4.33 4.61 4.64 4.63 4.58 4.49 4.37 
ln(BEjMEJ -0.10 -0.76 -0.91 -0.79 -0.61 -0.47 -0.33 -0.21 -0.06 
ln(A/ME) 0.90 -0.05 -0.27 -0.16 0.03 0.18 0.31 0.44 0.58 
ln(AjBE) 0.99 0.70 0.63 0.63 0.64 0.65 0.64 0.65 0.66 
E/Pdummy 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
E!+l/P 0.00 0.01 0.03 0.05 0.06 0.06 0.09 0.11 0.12 
Firms 355 88 90 182 190 193 196 1!1-1 197 

8 9 

1.46 1.57 
1.23 1.24 
4.28 4.07 
0.02 0.15 
0.70 0.65 
0.68 0.71 
0.00 0.00 
0.14 0.16 
195 195 

---~---- ·--
lOA lOB 

----
1.74 1.72 
1.28 1.31 
3.62 3.52 
0.26 0.40 
1.01 1.25 
0.75 0.86 
0.00 0.00 
0.20 0.28 

95 91 
---·---
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of book leverage, The regressions use the natural logs of the leverage ratios, 
ln(A/ME) and ln(A/BE), because preliminary tests indicated that logs are a 
good functional form for capturing leverage effects in average returns. Using 
logs also leads to a simple interpretation of the relation between the roles of 
leverage and book·to·market equity in average returns. 

The FM regressions of returns on the leverage variables (Table III) pose a 
bit of a puzzle. The two leverage variables are related to average returns, but 
with opposite signs. As in Bhandari (1988), higher market leverage is 
associated with higher average returns; the average slopes for ln(A/ME) are 
always positive and more than 4 standard errors from 0. But higher book 
leverage is associated with lower average returns; the average slopes for 
ln(A/BE) are always negatiYe and more than 4 standard errors from 0. 

The puzzle of the opposite slopes on ln(A/ME) and ln(A/BE) has a simple 
solution. The average slopes for the two leverage variables are opposite in 
sign but close in absolute value, e.g., 0.50 and -0.57. Thus it is the 
difference between market and book leverage that helps explain average 
returns. But the difference between market and book l~verage is book·to· 
market equity, ln(BE/ME) = ln(A/ME)- ln(A/BE), Table III shows that the 
averRge book-to·market slopes in the FM regressions are indeed close in 
absolute value to the slopes for the two leverage variables. 

The close links between the leverage and book-to-market results suggest 
that there are two equivalent ways to interpret the book·to·market effect in 
average returns. A high ratio of book equity to market ~:quity (a low stock 
prico relative to book value) says that the market judges the prospects of a 
firm to be poor relative to firms with low BE/ME. Thus BE/ME may capture 
the relative-distress effect postulated by Chan and Chen (1991). A high 
book-to-market ratio also says that a firm's market leverage is high relative 
to its book leverage;~· "'.rm has a large amount of market-imposed leve:ragu 
because the market judges that its prospects are poor and discounts its stock 
price relative to book vnlue. In short, our tests suggest that the relative· 
distress effect, captured by BE/ME, can also be interpreted as an involuntary 
leverage effect, which is captured by the difference between A/ME and 
A/BE. 

8.3. E/P 

Ball (1978) posits that the earnings-price ratio is a catch-all for omitted 
risk factors in expected returns. If current earnings proxy for expected future 
earnings, high-risk stocks with high expected returns will have low prices 
relative to their earnings. Thus, E/P should be related to expected returns, 
whatever the omitted sources of risk. This argument only makes sense, 
however, for firms with positive earnings. When current earnings are nega. 
tive, they are not a proxy for the earnings forecasts embedded In the stock 
price, and E/P is not a proxy for expected returns. Thus, the slope forE/PIn 
tho FM regressions is baaed on positive values; we use a dummy variable for 
E/P when earnings are negative. 
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The U-shaped relation between average return and E/P observed In Table 
IV is also apparent when the E/P variables are used alone in the FM 
regressions in Table III. The average slope on the E/P dummy variable 
(0,57% per month, 2.28 standard errors from 0) confirms that firms with 
negative earnings have higher average returns. The average slope for stocks 
with positive E/P (4. 72% per month, 4.57 standard errors from 0) shows that 
average returns increase with E/P when it is positive. 

Adding size to the regressions kills the explanatory power of the E/P 
dummy. Thus the high average returns of negative E/P stocks are better 
c.up,urcd by their size, which Table IV says is on average small. Adding both 
siz" nnd book·to·market equity to the E/P regressions kills the E/P dummy 
nnd lowers the average slope on E/P from 4.72 to 0.87 (I "' 1.23). In contrast, 
the average slopes for ln(ME) and ln(BE/ME) in the regressions that include 
E/P are similar to those in the regressions that explain average returns with 
only size and book-to-market equity. The results suggest that most of the 
relation between (positive) E/P and average return is due to the positive 
correlation between E/P and ln(BEfME), illustrated in Table IV; firms with 
high E/P tend to have high book-to-market equity ratios. 

IV. A Parsimonious Model for Average Returns 

The results to here are easily summarized: 

(1) When we allow for variation in {3 that is unrelated to size, there is no 
reliable relation between {3 and average return. 

(2) The opposite roles of market leverage and book leverage in average 
returns are captured well by book-to-market equity. 

(3) The relation between E/P and average return seems to be absorbed by 
the combination of size : book-to-market equity. 

In a nutshell, market {3 seems to have no role in explaining the average 
returns on NYSE, AMEX, and NASDAQ stocks for 1963-1990, while size 
and book-to-market equity capture the cross-sectional variation in average 
stock returns that is related to leverage and E/P. 

A. Average Returns, Size and Book-to-Market Equity 

The average return matrix in Table V gives a simple picture of the 
two-dimensional variation in average returns that results when the 10 size 
deciies are each subdivided into 10 portfolios based on ranked values of 
BE/ME for individual stocks. Within a size decile (across a row of the 
average return matrix), returns typically increase strongly with BE/ME: on 
average, the returns on the lowest and highest BE/ME portfolios in a size 
decile differ by 0.99% (1.63% - 0.64%) per month. Similarly, looking down 
the columns of the average return matrix shows that there is a neg­
ative relation between average return and size: on average, the spread of 
returns across the size portfolios in a BE/ME group is 0.58% per month. The 
average return matrix gives life to the conclusion from the regressions that, 
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Table V 

Average Monthly Returns on Portfolios Formed on Size and 
Book-to-Market Equity; Stocks Sorted by ME (Down) and then 

BE/ME (Across): July 1963 to December 1990 
In June of each your 1, \he NYSE, AMEX, and NASDAQ stocks that meet the CRSP­
COMPUSTAT dnto rcquiromcnta nrc nllocated to \0 site portfolios uoing the NYSE olze (ME) 
brcnkpolnto. The NYSE, AMEX, nnd NASDAQ stocks in each al•o decile are then sorted 
Into 10 BEjME portfolios using the book-to-morket ratios for year I- 1. BE/ME is the book 
value of common cqutty plus balance-sheet deferred taxes (or fiscal year t - 1, over market 
equity for December of year I - 1. The equal-weighted monthly portfolio returns are then 
calculuted (or July of year l to June of year l + 1. 

Avrrngc monthly return Is tho limo-series average of tho monthly equal-weighted portfolio 
returns (in percent). 

The All column Mhown averagu tclurns for equat.welghted size d"clle portfolios. The All row 
f!hows average returns for cqunl·welghtcd portfolios of the atocke in each BE/ME group, 

Ali 

Smoli·ME 
ME·2 
ME-~ 

ME·4 
ME-5 
ME-6 
ME-7 
ME-8 
ME-9 
Lorgc·ME 

----·--·--------
Book·to·Morket Portfolio• 

Ali · ·--Low--2---:~- 4·--· -5---6·--T--a-·---9--HiSh 
··-··-·------····-- ·-·-·-----

1.23 0.64 0.98 1.06 1.17 1.24 1.26 1.39 1.40 1.50 1.63 

1.47 0,70 1.14 1.20 1.4~ 1.56 1.51 1.70 1.71 1.82 1.92 
1.22 0.43 1.05 0.96 1.19 1.33 1.19 1.58 1.28 1,43 1.79 
1.22 0.56 0.88 1.23 0.95 1,36 1.30 1.30 1.40 1.54 1.60 
1.19 0.39 0. 72 1.06 1.36 1.13 1.21 1.34 1.59 !.51 1.47 
1.24 0.88 0.65 1.08 1.47 1.!3 1.43 1.44 1.26 1.52 1.49 
1.15 0,70 0.98 1.14 1.23 0.94 1.27 1.19 1.19 1.24 1.50 
1.07 0.95 1.00 0.99 0.83 0.99 1.13 0.99 1.16 1.10 1.47 
1.08 0,66 1.13 0.9! 0.95 0.99 1.01 1.15 1.05 1.29 !.55 
0.95 0.44 0.89 0.92 1.00 1.05 0.93 0.82 1.11 1.04 1.22 
0.89 0.93 0.88 0.84 0.71 0,79 0.83 0.8! 0.96 0.97 1.18 ..... ___________ _ 

controlling for size, book-to·market equity captures strong variation in aver­
age returns, and controlling for book-to·market equity leaves a size effect in 
average returns. 

B. The Interaction between Size and Book-to-Market Equity 

The average of the monthly correlations between the cross-sections of 
ln(ME) and ln(BE/ME) for individual stocks is - 0,26. The negative correla­
tion is also apparent in the average values of ln(ME) and ln(BE/ME) for the 
portfolios sorted on ME or BE/ME In Tables II and IV. Thus, firms with low 
market equity are more likely to have poor prospects, resulting in low stock 
prices and high book-to-market equity. Conversely, large stocks are more 
likely to be firms with stronger prospects, higher stock prices, lower book-to­
market equity, and lower average stock returns. 

The correlation between size and book-to-market equity affects the regres­
sions in Table Ill. Including ln(BE/ME) moves the average slope on ln(ME) 
from -0.15 (I"' -2.58) in the univariate regressions to -0,11 (t s -1.99) 
in the bivariate regressions. Similarly, Including ln(ME) In the regressions 
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lowers the average slope on ln(BE/ME) from 0.50 to 0,35 (still a healthy 4.44 
standard errors from 0). Thus, part of the size effect in the simple regressions 
is due to the fact that small ME stocks are more likely to have high 
book-to-market ratios, and part of the simple book-to-merket effect is due to 
the fact that high BE/ME stocks tend to be smell (they heve low ME). 

We should not, however, exaggerate the links between size and book-to­
market equity. The correlation (-0.26) between ln(ME) and ln(BE/ME) is 
not extreme, and the average slopes in the bivariate regressions in Teble lli 
show that ln(ME) and ln(BE/ME) are both needed to explain the cross-section 
of average returns. Finally, the 10 x 10 average return matrix in Table V 
provides cuncrete evidence that, (a) controlling for size, book-to-market equity 
captures substantial variation in the cross-section of average returns, and (b) 
within BE/ME groups average returns are related to size. 

C. Subpcriod Auerages of the FM Slopes 

The message from the average FM slopes for 1963-1990 (Table III) is that 
size on average has a negative premium in thQ cross-section of stock returns, 
book-to-market equity has a positive premium, and the average premium for 
market {3 is essentially 0. Table VI shows the average FM slopes for two 
roughly equal subperiods (July 1963-December 1976 and January 1977-
December 1990) from two regressions: (a) the cross-section of stock returns on 
size, ln(ME), and book-to-market equity, ln(BE/ME), and (b) returns on {J, 
ln(ME), and ln(BE/ME), For perspective, average returns on the value­
weighted and equal-weighted (VW and EW) portfolios of NYSE stocks are 
also shown. 

In FM regressions, the intercept is the return on a standard portfolio (the 
weights on stocks sum to •' '-, which the weighted a"9rages of the explana· 
tory variables are 0 (Fama (1976), chapter 9). In our tests, the intercept is 
weighted toward small stocks (ME is in millions of dollers so ln(ME) = 0 
implies ME = $1 million) and toward stocks with relatively high book-to­
market ratios (Table IV says that ln(BE/ME) is negative for the typical firm, 
so ln(BE/ME) = 0 is toward the high end of the sample ratios). Thus it is not 
r.nrprising that the average intercepts are always large relative to their 
standard errors and relative to the returns on the NYSE VW and EW 
portfolios. 

Like the overall period, the subperiods do not offer much hope that the 
average premium for {J is economically importent. The average FM slope for 
{3 is only slightly positive for 1963-1976 (0.10% per month, t = 0.25), and it 
is negative for 1977-1990 ( -0.44% per month, t = -1.17), There is a hint 
that the size effect is weaker in the 1977-1990 period, but Inferences about 
the average size slopes for the subperiods lack power. 

Unlike the size effect, the relation between book-to-market equity and 
average return is so strong that it shows up reliably in both the 1963-1976 
and the 1977-1990 subperiods, The average slopes for ln(BE/ME) are all 
more than 2. 95 standard errors from 0, and the average slopes for the 
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Table VI 

Sub period Average Monthly Returns on the NYSE 
Equal-Weighted and Value-Weighted Portfolios and Subperlod 

Means of the Intercepts and Slopes from the Monthly FM 
Cross-Sectional Regressions of Returns on (a) Size (ln(ME)) and 

Book-to-Market Equity (ln(BEfME)), and (b) (J,In(ME), and 
ln(BE/ME) 

Menn is the time-aeries menn or a monthly return, Std Ia its time-aeries standard devintion, and 
((Mn) is Mean divided by its timc-serie11 standard error. 
·-·-·-··------ ---··-·-··--·------

7/63-12/90 (330 Mos.) 7(63-12/76 (162 Mos.) 1(77-12/90 (168 Mos.) 
-·------ --·---

Vnrinblc Mean Std I(Mn) Mean Std I(Mn) Mean Std I(Mn) 
-~~-------------

NYSE Vnlue·WeiHhled CVW) and Equsl-Welghted (EW) Portfolio Returns 
- ··-- ·-------- -- ---~··- -----·· 

vw 0,81 4.47 3.27 
F.W 0.97 5,49 3.19 

Q 1.7'1 8.51 3.77 
b, ·0.11 1.02 -1.99 
b:, 0.35 1.45 4.43 

0.56 
0.77 

1.86 
-0.16 

0.36 

-------
4.26 1.67 
5.70 1.72 

10.10 2.33 
1.~" -1.62 
1.53 2.96 

. -·-- -··---------·------------·-------

1.04 4.66 
1.15 5.28 

1.59 6.67 
-0.07 0.73 

0.35 1.37 

R1,.,. a+ b1,t3,, + b0!tln(ME,) + b:~ 1 1n<BE/ME,,) + eu 
--.- '"" --·--·-·---- . ····--·--··--··------

Q 2.07 5.75 6.55 !.73 6.22 3.54 2.40 5.25 
b, -0.17 5.12 -0.62 0.10 5.33 0.25 -0,44 4.91 
b, -0.12 0.69 -2.52 -0.15 !.03 -1.91 -0.09 0.74 
b, 0.33 1.24 4.80 0.34 1.36 3.17 0.31 1.10 
- --------·· ... ·-·-· .. -····-·-·--·-----~- ----------

2.89 
2.82 

3.27 
-1.16 

3.30 

5,92 
-1.17 
-1.64 

3.67 

subperiods (0.36 and 0.~· . · •.· close to the average s!upe (0.35) for the overall 
period. The subperiod results thus support the conclusion that, among the 
variables considered here, book-to-market equity is consistently the most 
powerful for explaining the cross-section of average stock returns. 

Finally, Roll (1983) and Keirn (1983) show that the size effect is stronger in 
January. We have examined the monthly slopes from the FM regressions in 
Table VI for evidence of a January seasonal in the relation between book-to­
market equity and average return. The average January slopes for ln(BE/ME) 
are about twice those for February to December. Unlike the size effect, 
however, the strong relation b•tween book-to-market equity and average 
return is not special to January. The average monthly February-to-December 
slopes for ln(BE jME) are about 4 standard errors from 0, and they are close 
to (within 0.05 of) the average slopes for the whole year. Thus, there Is a 
January seasonal in the book-to-market equity effect, but the positive rela­
tion between BEjME and average return is strong throughout the year. 

D. {3 and the Market Factor: Caveats 

Some caveats about the negative evidence on the role of {J in average 
returns are in order. The average premiums for {3, size, and book-to-market 
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equity depend on the definitions of the variables used in the regressions. For 
example, suppose we replace book-to-market equity (ln(BE/ME)) with book 
equity (ln(BE)). As long as size (ln(ME)) Is also in the regression, this change 
will not affect the intercept, the fitted values or the R 2• But the change, in 
variables increases the average slope (and the /-statistic) on ln(ME). In other 
words, it increases the risk premium associated with size. Other redefinitions 
of the {3, size, and book-to-market variables will produce different regression 
slopes and perhaps different inferences about average premiums, including 
possible resuscitation of a role for {3. And, of course, at the moment, we have 
no theoretics 1 basis for choosing among different versions of the variables. 

Moreover, the tests here are restricted to stocks. It is possible that includ­
ing other assets will change the inferences about the average premiums for {3, 
size, and book-to-market equity. For example, the large average intercepts 
for the FM reb'Tessions in Table VI suggest that the regressions will not do a 
good job on Treasury bills, which have low aw~rage returns and are likely to 
have small loadings on the underlying market, size, and book-to-market 
factors in returns. Extending the tests to bills and other bonds may well 
change our inferences about average risk premiums, including the revival of 
a role for market {3. 

We emphasize, however, that different approaches to the tests are not 
likely to revive the Sharpe-Lintner·Black model. Resuscitation of the SLB 
model requires that a better proxy for the market portfolio (a) overturns our 
evidence that the simple relation between {3 and average stock returns is flat 
and (b) leaves {3 as the only variable relevant for explaining average returns. 
Such results seem unlikely, given Stambaugh's (1982) evidence that tests of 
the SLB model do not seem to be sensitive to the choice of a market proxy. 
Thus, if there is a role for {3 in average returns, it is likely to be found in a 
multi-factor model that tr.nsforms the flat simple relation between averng-~ 
return and {3 into a pos'"v~ly sloped conditional relation. 

V. Conclusions and Implications 

The Sharpe-Lintner-Black model has long shaped the way academics and 
practitioners think about average return and risk. Black, Jensen, and 
Scholes (1972) and Fama and MacBeth (1973) find that, as predicted by the 
model, there is a positive simple relation between average return and market 
{3 during the early years (1926-1968) of the CRSP NYSE returns file. Like 
Reinganum (1981) and Lakonishok and Shapiro (1986), we find that this 
simple relation between {3 and average return disappears during the more 
recent 1963-1990 period. The appendix that follows shows that the relation 
between {3 and average return is also weak in the last half century 
(1941-1990) of returns on NYSE stocks. In short, our tests do not support the 
central prediction of the SLB model, that average stock returns are positively 
related to market fl. 

Banz (1981) documents a strong negative relation between average return 
and firm size. Bhandari (1988) finds that average return is positively related 
to leverage, and Basu (1983) finds a positive relation between average return 
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and E/P. Stattman (1980) and Rosenberg, Reid, and Lanstein (1985) docu· 
ment a positive relation between average return and book-to-market equity 
for U.S. stocks, and Chan, Hamao, and Lakonishok (1992) find that BE/ME 
is also a powerful variable for explaining average returns on Japanese 
stocks. 

Variables like size, E(P, leverage, and book·to·market equity are all scaled 
versions of a firm's stock price, They can be regarded as diffe1·ent ways of 
extracting information from stock prices about the cross-section of expected 
stock returns (Ball (1978), Keirn (1988)). Since all these variables are scal~d 
versions of price, it is reasonable to expect that some of them are redundant 
for explaining average returns. Our main result is that for the 1963-1990 
period, size and book-to-market equity capture the cross-sectional variation in 
average stock returns associated with size, E/P, book-to-marltet equity, and 
leverage. 

A. Rational Asset-Pricing Stories 

Are our results consistent with asset-pricing theory? Since the FM inter· 
cept is constrained to be the same for all stocks, FM regressions always 
impos~ a linear factor structure on returns and expected returns that is 
consistent with the multifactor asset-pricing models of Merton (1973) and 
Ross (1976). Thus our tests impose a rational asset-pricing framework on the 
relation between average return and size and book-to-market equity. 

Even if our results are consistent with asset-pricing theory, they are not 
economically satisfying. What is the economic explanation for the roles of 
size and book-to-market equity in average returns? We suggest several paths 
of inquiry. 

(a) The intercepts ancl •lopes in the monthly FM regressions of returns o:-n 
ln(ME) and ln(Bl!;i""'"> are returns on portfolios that mimic the under· 
lying common risk factors in returns proxied by size and book-to-market 
equity (Fama (1976), chapter 9). Examining the relations between the 
returns on these portfolios and economic variables that measure varia· 
tion in business conditions might help expose the nature of the eco· 
nomic risks captured by size and book-to-market equity. 

(b) Chan, Chen, and Hsieh (1985) argue that the relation between size and 
average return proxies for a more fundamental relation between ex· 
pected returns and economic risk factors. Their most powerful factor in 
explaining the size effect is the difference between the monthly returns 
on low- and high-grade corporate bonds, which in principle captures a 
kind of default risk in returns that is priced. It would be interesting to 
test whether loadings on this or other economic factors, such as those of 
Chen, Roil, and Ross (1986), can explain the roles of size and book-to· 
market equity in our tests. 

(c) In a similar vein, Chan and Chen (1991) argue that the relation 
between size and average return is a relative-prospects effect. The 
earning prospects of distressed firms are more sensitive to economic 
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conditions. This results in a distress factor in returns that is priced in 
expected returns. Chan and Chen construct two mimicking portfolios 
for the distress factor, based on dividend changes and leverage. It 
would be interesting to check whether loadings on their distress factors 
absorb the size and book·to-market equity effects in average returns 
that are documented here. 

(d) In fact, If stock prices are rational, BE/ME, the ratio of the book value 
of a stock to the market's assessment of its value, ohould be a direct 
indicator of the relative prospects of firms. For example, we expect that 
high BE/ME firms have low earnings on assets relative to low BE/ME 
firms. Our work (in progress) suggests that there Is Indeed a clean 
separation between high and low BE/ME firms on various measures of 
economic fundamentals. Low BE/ME firms are persistently strong 
performe;·s, while the e-conomic performance of high BE/ME firms is 
persistently weak. 

B. Irrational Asset-Pricing Stories 

The discussion above assumes that the asset-pricing effects captured by 
size and book-to·market equity are rational. For BE/ME, our most powerful 
expected·return variable, there is an obvious alternative. The cross-section of 
book-to·market ratios might result from market overreaction to the relative 
prospects of firms. If overreaction tends to be corrected, BE/ME will predict 
the cross·section of stock returns. 

Simple te8ts do not confirm that the size and book·to-market e!Tects In 
average returns are due to market overreaction, at least of the type posited 
by DeBondt and Thaler (1985). One overreaction measure used by DeBondt 
and Thaler is a stock's most recent 3·year return. Their overreaction story 
predicts that 3·year losr•• '-we strong post-ranking mturns relative to 3-yeor 
winners. In FM regressions (not shown) for individual stocks, the 3-year 
lagged return shows no power even when used alone to explain average 
returns. The univariate average slope for the lagged return is negative, -6 
basis points per month, but less than 0.5 standard errors from 0. 

C. Applications 

Our main result is that two easily measured variables, size and book-to­
market equity, seem to describe the cross-section of average stock returns. 
Prescriptions for using this evidence depend on (a) whether it will persist, 
and {b) whether it results from rational or irrational asset·pricing. 

It Is possible that, by chance, size and book-to-market equity happen to 
describe the cross·section of average returns in our sample, but they were and 
are unrelated to expected returns. We put little weight on this possiblllt.y, 
especially for book-to·market equity. First, although BE/ME has long been 
touted as a measure of the return prospects of stocks, there is no evidence 
that its explanatory power deteriorates through time. The 1963-1990 rela· 
tion between BE/ME and average return is strong, and remarkably similar 
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for the 1963-1976 and 1977-1990 subperlods. Second, our preliminary work 
on economic fundamentals suggests that high-BE/ME firms tend to be persia· 
tently poor earners relative to low-BE/ME firms. Similarly, small firms have 
a long period of poor earnings during the 1980s not shared with big firms. 
The systematic patterns in fundamentals give us some hope that size and 
book.to·market equity proxy for risk factors in returns, related to relative 
earning prospects, that are rationally priced in expected returns. 

If our results are more than chance, they have practical implications for 
portfolio formation and performance evaluation by investors whose primary 
concern is long·term average returns. If aeset·pricing is rational, size and 
BE/ME must proxy for risk. Our results then imply that the performance of 
managed portfolios (e.g., pension funds and mutual funds) can be evaluated 
by comparing their average returns with the average returns of benchmark 
portfolios with similar size and BE/ME characteristics. Likewise, the ex­
pected returns for different portfolio strategies can be estimated from the 
historical average returns of portfolios with matching size and BE/ME 
propBrties. 

If asset·pricing is irrational and size and BE/ME do not proxy for risk, our 
results might still be used to evaluate portfolio performance and measure the 
expected ~elurns from alternative investment strategies. If stock prices are 
irrational, however, the liltely persistence of the results is more suspect. 

Appendix 
Size Versus {J: 1941-1990 

Our results on the absence of a relation between {3 and average stock 
returns for 1963-1990 are so contrary to the tests of the Sharpe-Lintner-Biack 
model by Black, Jensen, an.i Scholes (1972), Fama and MacBeth (1973), and 
(more recently) Chan an-. -··•n (1988), that further t~llts are appropriate. We 
examine the roles of size and {3 in the average returns on NYSE stocks for 
the half.century 1941-1990, the longest available period that avoids the high 
volatility of returns in the Great Depression. We do not include the account· 
ing variables in the tests because of the strong selection bias (toward success· 
ful firms) in the COMPUSTAT data prior to 1962. 

We first replicate the results of Chan and Chen (1988). Like them, we lind 
that when portfolios are formed on size alone, there are strong relations 
between average return and either size or {3; average return increases with {3 
and decreases with size. For size pol'tfolios, however, size (ln(ME)) and {J are 
almost perfectly correlated (- 0.98), so it Is difficult to distinguish between 
the roles of size and {J in average returns. 

One way to generate strong variation in {3 that is unrelated to size is to 
form portfolios on size and then on {J. As in Tables I to III, we find that the 
resulting independent variation in {J just about washes out the positive 
simple relation between average return and {J observed when portfolios are 
formed on size alone. The results for NYSE stocks for 1941-1990 are thus 
much like those for NYSE, AMEX, and NASDAQ stocks for 1963-1990. 
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This appendix also has methodological goals. For example, the FM regres­
sions in Table III use returns on individual stocks as the dependent variable. 
Since we allocate portfolio {3s to individual stocks but use firm-specific values 
of other variables like size, {3 may be at a disadvantage in the regressions for 
individual stocks. This appendix shows, however, that regressions for portfo­
lios, which put {3 and size on equal footing, produce results comparable to 
those for individual stocks. 

A. Size Portfolios 

Table AI shows average monthly returns and market {3s for 12 portfolios of 
N YSE stocks formed on the basis of size (ME) at the end of each year from 
1940 to 1989. For these size portfolios, there is a strong positive relation 
between aver11ge return and {3. Average returns fall from 1.96% per month 
for the smallest ME portfolio (lA) to 0.93% for the largest (lOE) and {3 falls 
from 1.60 to 0.95. (Note also that, as claimed earlier, estimating {3 as the 
sum of the slopes in the regression of a portfolio's return on the current and 
prior month's NYSE value-weighted return produces much larger {3s for the 
smallest ME portfolios and slightly smaller {3s for the largest ME portfolios.) 

The FM regressions in Table AI confirm the positive simple relation 
between average return and {3 for size portfolios. In the regressions of the 
size-portfolio returns on {3 alone, the average premium for a unit of {3 is 
1.45% per month. In the regressions of individual stock returns on {3 (where 
stocks are assigned the {3 of their size portfolio), the premium for a unit of {3 
is 1.39%. Both estimates are about 3 standard errors from 0. Moreover, the 
{3s of size portfolios do not leave a residual size effect; the average residuals 
from the simple regressions of returns on {3 in Table AI show no relation to 
size. These positive SLB results for 1941-1990 are like those obtained by 
Chan and Chen (198&i ... ,;,sts on size portfolios for 1954-1983. 

There is, however, evidence in Table AI that all is not well with the (3a of 
the size portfolios. They do a fine job on the relation between size and 
average return, but they do a lousy job on their main task, the relation 
between {3 and average return. When the residuals from the regressions of 
returns on {3 are grouped using the pre-ranking {3s of individual stocks, the 
average residuals are strongly positive for low-{3 stocks (0.51% per month for 
group lA) and negative for high-{3 stocks (- 1.05% for lOB). Thus the market 
lines estimated with size-portfolio {3s exaggerate the tradeoff of average 
return for {3; they underestimate average returns on low-(3 stocks and overes­
timate average returns on high·/3 stocks. This pattern in the fl-sorted average 
residuals for individual stocks suggests that (a) there Is variation In (3 across 
stocks that is lost in the size portfolios, and (b) this variation In (3 Ia not 
rewarded as well as the variation in (3 that Is related to size. 

B. Twa-Pass Size-{3 Portfolios 

Like Table I, Table AU shows that subdividing size deciles using the 
(pre-ranking) {3a of individual stocks results in strong variation In {3 that is 



Table AI 

Average Returns, Post-Ranking /Js and Fama-MacBeth Regression Slopes for 
Size Portfolios ofNYSE Stocks: 1941-1990 

At the end of each year I - 1, stocks are assibrncd to 12 portfolios using ranked values of ME. Included are all NYSE stocks 
that ha•-e a CRSP price and shares for December of }'ear I - 1 nnd returns for at least 24 of the 60 months ending in 
December of year I - 1 {for pre-ranking tJ estimates}. The middle 8 portfolios CO\"Cr size deciles 2 to 9. The 4 extreme 
portfolios OA, lB, lOA, and lOB) split the smallest and largest dcciles in half. We compute equal-weighted returns on the 
portfolios for the 12 months of year I using all surviving stocks. Average Return is the time--series a\·erage of the monthly 
portfolio returns for 1941-1990, in percent. l, erage firms is the average number of stocks in the portfolios each month. 
The simple IJs ore estimated by regressing tl :9-H-1990 sample of post-ranking monthly returns for a size portfolio on 
the current month ·s value-weighted NYSE po1 tfolio return. The sum fjs are the sum of the slopes from a regression of the 
post-ranking morothly retuntS on the current and prior month's VW NYSE returns. 

The independent variables in the Fama-MacBcth regressions are defined for each firm at the end of December of each 
year I- 1. Stocks arc assigned the post-ranking (sum) 11 of the size portfolio they are in at the end of year t- 1. ME is 
price times shares outstanding nt the end of year l - 1. In the individual-stock regressions. these values of the explanatory 
variables are matched with CRSP returns for each of the 12 months of _)"ear 1. The portfolio regressions match the 
equal-weighted portfolio returns with the equal-weighted averages of {J and ln{ME) for the surviving stocks in each month 
of year f. Slope is the average of the (600) monthly FM regression slopes and SS is the standard en1lr of the average slope. 
The residuals from the monthly regressions for year t are grouped into 12 portfolios on the basis of size (ME) or 
pre-ranking {J (estimated with 24 to 60 months of data, as available) at the end of year t- 1. The average residuals are 
the time-series averages of the monthly equal-weighted portfolio residuals, in percent. The avers.ge residuals for 
regressions (1) and (2) ~not shown) are quite s1milar to those for regressions (4) and (5) (shown). 

~---- -----------·-------------
'Dortfolios Formed on Size ----- --"·-- -·-·---···- ·- --·-----~--------

lA lB 2 3 4 5 6 7 8 9 lOA lOB --------------··----------- --- --------~ ----
Ave. return 1.96 1.59 1.44 1.36 1.28 1.24 1.23 1.17 1.15 1.13 0.97 0.93 
Ave. firms 57 56 no 107 107 108 111 113 115 118 59 59 

Simple {J 1.29 1.24 1.21 1.19 1.16 1.13 1.13 1.12 Ul9 1.05 l.OO 0.98 
Standard error O.o7 0.05 0.04 0.03 0.02 0.02 0.02 0.02 0.01 0.01 0.01 O.Dl 

Sum fJ 1.60 1.44 1.37 1.32 1.26 1.23 1.19 1.11 1.12 1.06 0.99 0.95 
Standard error 0.10 0.08 0.05 r-.04 0.03 0.03 0.03 O.U2 0.02 0.01 0.61 0.01 
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Slope 
SE 

Regression (4) 

Standard error 

Regression (5) 

Standard error 

Regression (6) 

Standard error 

Regression (4) 
Standard error 

Regression (5) 
Standard error 

Regression (6) 
Standard error 

Table At-Continued 

Portfolio Regressions lndividunl Stock Regressions 

(1) ~ (2) ln(Mc) (3) I! and In( ME) (4) I! (5) In( ME) 
-----------·-----·-·-·.- ·-· -- -

1.45 -0.137 
0.47 0.044 

~-05 
51 

0.149 
0.115 

1.39 
0.46 

-0.133 
0.043 

. ---------- ·- ----
Average Residuals for Stocks Grouped on Size 

~l~A--~lB~--~2--~. 3 4 5 6 7 

0.17 0.00 -0.04 -0.06 -0.05 -0.04 0.00 -0.03 
0.11 0.06 0.04 0.04 0.04 0.04 0.03 0.03 

0.30 0.02 -0.05 -0.06 -0.08 -0.07 -0.03 -0.04 
0.14 0.07 0.04 0.04 0.04 0.04 0.04 0.03 

0.20 0.02 -0.05 -0.07 - O.OB -0.06 -0.01 -0.02 
0.10 0.06 0.04 0.04 0.04 0.04 0.03 0.03 

Avernge Re.:·Juals for Stocks Grouped on J're.Rnnking I! 

B 

0.03 
0.03 

0.02 
0.03 

0.04 
O.oJ 

~~A~--1~B~--2~---3 4 5 6 7 B 

.. 
(6) iJ and ln(MEJ 

0.71 
O.BI 

9 lOA 

-0.060 
0.062 

lOB 

0.08 0.01 0.04 
0.03 0.05 0.06 

O.OB 0.01 0.13 
0.03 0.04 O.Q7 

0.09 0.00 0.06 
0.03 0.05 0.05 

9 lOA lOB 

0.51 0.61 
0.21 0.19 

0.3B 
0.13 

0.32 
0.08 

0.16 
0.04 

0.12 
0.03 

0.03 -0.10 -0.27 -0.31 -0.66 -1.05 

-0.10 0.00 
0.11 0.10 

0.09 0.25 
0.41 0.37 

0.02 
0.07 

0.13 
0.24 

0.09 
0.05 

0.19 
0.14 

0.05 
0.04 

0.11 
0.07 

O.o7 
0.03 

0.14 
0.04 

0.04 0.05 0.09 0.11 0.18 0.23 

0.05 0.00 -0.03 -0.01 -0.11 -0.33 
0.03 0.04 0.05 0.07 0.10 0.13 

0.09 
0.04 

0.01 -0.11 -0.12 -0.3B -0.70 
0.09 0.16 0.21 0.34 0.43 
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Table All 

Properties of Portfolios Formed on Size and Pre-Ranking fl: NYSE Stocks 
Sorted by ME (Down) then Pre-Ranking fl (Across): 1941-1990 

At the end of year i - 1, the NYSE stocks on CRSP are assigned to 10 size (ME) portfolios. Each size decile is subdivided 
into 10 t3 portfolios using pre-ranking fjs of individual stocks, estimated with 24 to 60 monthly returns (us available) 
ending in Deeember of year t - 1. The equal-weighted monthly returns on the resulting 100 portfolios are then calculated 
for year t. The average returns are the timr 2ries averages of the monthly returns. in percent. The post-ranking {Js use 
the full 1941-1990 sample of post-ranking :•:rns for ench portfolio. The pre- and post-ranking (Js are the sum of the 
slopes from a regression of monthly returns ..... n the current and prior month's :NYSE value-weighted market return. The 
average siz.e for a portfolio is the time-series average of each month's average value or ln(ME) fur stocks in the portfolio. 
ME is denominated in minions or dollars. There are. on average. about 10 stocks in esch size-fl portfolio each month. The 
All rolumn shows parameter values for equal-weighted size-decile (ME) portfolios. The All rows show parameter values for 
equal-weighted portfolios of the stocks in each (J. group. 

All Low-~ /l-2 ~-3 /l-4 ~-5 tJ-6 ll-7 ~-8 ~-9 High-~ 

Panel A: Average .Monthly Return lin Percent} 

All 1.22 1.30 1.32 1.35 1.36 1.34 1-~ 1.34 1.14 1.10 

Small-ME 1.78 !.14 1.76 2.08 1.91 1.92 1.72 1.11 1.91 1.56 1.46 
ME-2 1.44 1.41 1.35 1.33 1.61 1.72 1.59 1.40 l-62 1.2-1 1.11 
ME-3 1.36 1.21 1.40 1.22 1.47 1.34 1.51 1.33 1.57 1.33 1.21 
ME-4 1.28 1.26 1.29 1.19 1-27 1.51 1.30 1.19 1.56 1.18 1.00 
ME-5 1.2-1 1.22 1.30 1.28 1.33 1.21 1.31 1-41 1.31 0.92 1.()6 

ME-6 1.23 1.21 1.32 1.31 1.09 1.34 1.10 1.40 1.21 1.22 1.08 
ME-1 1.17 1.08 1.23 1.37 1.27 1.19 1.34 uo 1.11 0.87 1.17 
ME-6 us 1.06 1.18 1.26 1.25 1.26 1.17 1.16 1.05 1.08 1.04 
ME-9 1.13 0.99 1.13 1.00 1-24 1.28 1.31 1.15 1.11 1.09 1.05 
Large-ME 0.95 0.99 l-01 1.12 1.01 0.89 0.95 0.95 1.00 0.90 0.68 
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Table AU-Continued 
------ ----····- --~-------- ------

All Low-jl tl-2 tl-3 tl-4 tl-5 tl-6 M il-8 P-9 High-IJ 
-------~-- ·-· 

Panel B: Post· Ranking {j 
---------··--------

All 0.76 0.95 1.05 1.14 1.22 1.26 1.34 1.38 1.49 1.69 ~ 
Small-ME 1.52 1.17 1.40 1.31 1.50 1.46 1.50 1.69 1.60 1.75 1.92 "' 
ME-2 1.37 0.86 1.09 1.12 1.24 1.39 1.42 1.48 1.60 1.69 1.91 ~ 
l\IE-3 1.32 0.88 0.96 I 18 1.19 1.33 1.40 1.43 1.56 1.64 1.74 0 

"' l\IE-4 1.26 0.69 0.95 1.06 1.15 1.24 1.29 1.46 1.43 1.64 1.83 ~ 

l\IE-5 1.23 0.70 0.95 1.04 1.10 1.22 1.32 1.34 1.41 1.56 1.72 
(/) 

"' l\IE-6 1.19 0.68 0.86 1.04 1.13 1.20 1.20 1.35 1.36 1.48 1.10 
0 

5-ME-7 1.17 0.67 0.88 0.95 1.14 1.18 1.26 1.27 1.32 1.44 ).68 ;:, 
ME-8 1.12 0.64 0.83 0.99 1.06 1.14 1.14 1.21 1.26 1.39 1.58 0 

l\IE-9 1.06 0.68 0.81 0.94 0.96 1.06 1.11 1.18 1.22 1.25 1.46 ...... 
1:>:1 Large-ME 0.97 0.65 0.73 0.90 0.91 0.97 1.01 1.01 1.07 1.12 1.38 {I 
"' Panel C: Average Size (ln(ME)) 0 -"' 

All 4.39 4.39 4.40 4.40 4.39 4.40 4.38 4.37 4.31 -4.34 "'-
(/) 

Small-ME 1.93 2.04 1.99 2.00 1.96 1.92 1.92 1.91 1.90 1.87 1.80 -0 
0 

l\IE-2 2.80 2.81 2.79 2.81 2.83 2.80 2.79 2.80 2.80 2.79 2.79 ,. 
ME-3 3.27 3.28 3.21 3.28 3.27 3.27 3.28 3.29 3.27 3.21 3.26 ~ .. 
ME-4 3.67 3.67 3.67 3.67 3.68 3.68 3.67 3.68 3.66 3.67 3.67 -" ME-5 4.06 4.07 4.06 4.05 4.06 4.07 4.06 4.05 4.05 4.06 4.06 -, 

;:, 
l\IE-6 4.45 4.45 4.44 4.46 4.45 4.45 4.45 4.45 4.44 4.45 4.45 ., 
ME-7 4.87 4.86 4.87 4.86 4.87 4.87 4.88 4.87 4.87 4.85 4.87 
ME-8 5.36 5.38 5.38 5.38 5.35 5.36 5.31 5.37 5.36 5.35 5.34 
ME-9 5.98 5.96 5.98 5.99 6.00 5.98 5.98 5.97 5.95 5.96 5.96 
Large-ME 7.12 7.10 7.12 7.16 7.17 7.20 7.29 7.14 7.09 7.04 6.83 

.... 
01 __, 
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independent of size. The /3 sort of a size decile always produces portfolios with 
similar average ln(ME) but much different (post-ranking) {3s. Table All also 
shows, however, that investors are not compensated for the variation in /3 
that is independent of size. Despite the wide range of /3s in each size decile, 
average returns show no tendency to increase with {3. Ail 

The FM regressions in Table AIII formalize the roles of size and /3 In NYSE 
average returns for 1941-1990. The regressions of returns on /3 alone show 
that using the {3s of the portfolios formed on size and {3, rather than size 
alone, causes the average slope on /3 to fall from about 1.4% per month (Table 
All to about 0.23% (about 1 standard error from 0). Thus, allowing for 
variation in (3 that is unrelated to size flattens the relation between average 
return and {3, to the point where it is indiatinguishllble from no relation at 
all. 

The flatter market lines in Table Alii succeed, however, in erasing the 
negative relation between /3 and average residuals observed in the regres· 
sinns of returns on /3 alone in Table AI. Thus, forming portfolios on size and {3 
(Table Alll) produces a better description of the simple relation between 
average return and /3 than forming portfolios on size alone (Table AI). This 
improved description of the relation between average return and (3 is evi­
dence that the {3 ~stimates for the two-pass size-{3 portfolios capture variation 
in true {3s that is missed when portfolios are formed on size alone. 

Unfortunately, the flatter market lines in Table Alii have a cost, the 
emergence of a residual size effect. Grouped on the basis of ME for Individual 
stocks, the' average residuals from the univariate regressions of returns on 
the {3s of the 100 size-{3 portfolios are strongly positive for small stocks and 
negative for large stocks (0.60% per month for the smallest ME group, lA, 
and -0.27% for the lar~t"st, lOB). Thus, when we allow for variation in {3 
that is independent oi· o •• c, the resulting /3s leave a large size effect in 
average returns. This residual size effect is much like that observed by Banz 
(1981) with the {3s of portfolios formed on size and /3. 

The correlation between size and {3 is -0.98 for portfolios formed on size 
alone. The independent variation in /3 obtained with the second-pass sort on 
{3 lowers the correlation to - 0.50. The lower correlation means that bivariate 
regressions of returns on {3 and ln(ME) are more likely to distinguish true 
size effects from true /3 effects in average returns. 

The bivariate regressions (Table AIII) that use the /3s of the slze·/3 portfo­
lios are more bad news for /3. 'fhe average slopes for ln(ME) are close to the 
values in the univariate size regressions, and almost 4 standard errors from 
0, but the average slopes for /3 are negative and less than 1 standard error 
from 0. The message from the bivariate regressions is that there is a str~~:g 
relation between size and average return. But like the regressions in Table 
Alii that explain average returns with /3 alone, the bivariate regressions say 
that there is no reliable relation between {3 and average returns when the 
tests use {3s that are not close substitutes for size. These uncomfortable SLB 
results for NYSE stocks for 1941-1990 are much like those for NYSE, 
AMEX, and NASDAQ stocks for 1963-1990 in Table III. 
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C. Subperiod Diagnostics 

Our results for 1941-1990 seem to contradict the evidence in Black, 
Jensen, and Scholes (BJS) (1972) and Fama and MacBeth (FM) (1973) that 
there is a reliable positive relation between average return and (3. The (3a in 
BJS and FM are from portfolios formed on (3 alone, and the market proxy Is 
the NYSE equal-weighted portfolio. We use the (3s of portfolios formed on size 
and (3, and our market is the value-weighted NYSE portfolio. We can report, 
however, that our inference that there isn't much relation between (3 and 
average return is unchanged when (a) the market proxy is the NYSE EW 
portfolio, (b) portfolios are formed on just (pre-ranking) (3s, or (c) the order of 
forming the size-(3 portfolio~ is changed from size then (3 to (3 then size. 

A more important difference between our resulta and the earlier studies is 
the sample periods. The tests in BJS and FM end in the 1960s. Table AIV 
shows that when we split the 50-year 1941-1990 period in half, the univari· 
ate FM regressions of returns on (3 produce an average slope for 1941-1965 
(0.50% per month, t = 1.82) more like that of the earlier studies. In contrast, 
the average slope on (3 for 1966-1990 is close to 0 (-0.02, t = 0.06). 

But Table AIV also shows that drawing a distinction between the results 
for 1!!41-1965 and 1966-1990 is misleading. The stronger tradeoff of average 
return for {3 in the simple regressions for 1941-1965 Is due to the first 10 
years, 1941-1950. This is the only period in Table AIV that produces an 
average premium for {3 (1.26% per month) that is both positive and more than 
2 standard errors from 0. Conversely, the weak relation between {3 and 
average return for 1966-1990 is largely due to 1981-1990, The strong 
negative average slope in the univariate regressions of returns on {J for 
1981-1990 (-1.01, I= -2.10) offsets a positive slope for 1971-1980 (0.82, 
t = 1.27). 

The subperiod variation in the average slopes from the FM regressions of 
returns on {3 alone seems moot, however, given the evidence in Table AIV 
that adding size always kills any positive tradeoff of average return for {J in 
the subperiods. Adding size to the regressions for 1941-1965 causes the 
average slope for {3 to drop from 0.50 (I= 1.82) to 0.07 (t = 0.28). In contrast, 
the average slope on size in the bivariate regressions (-0.16, t = -2.97) is 
close to its value (-0.17, t = -2.88) in the regressions ofreturns on ln(ME) 
alone. Similar comments hold for 1941-1950. In short, any evidence of a 
positive average premium for {3 in the subperiods seems to bA a size effect in 
disguise. 

D. Can the SLB Model Be Saved? 

Before concluding that {3 has no explanatory power, it is appropriate to 
consider other explanations for our results. One possibility is that the varia· 
tion in {3 produced by the {3 sorts of size deciles in just sampling error. If so, it 
is not surprising that the variation in {3 within a size decile is unrelated to 
average return, or that size dominates (3 in bivariate tests. The standard 
errors of the {3s suggest, however, that this explanation cannot save the SLB 



Table Alii 

Average Slopes, Their Standard Errors (SE), and Average Residuals from 
Monthly FM Regressions for Individual NYSE Sto~:ks and for Portfolics Formed 

on Size and Pre-Ranking {3: lMI-1990 
Stocks are assigned the post-ranking {J of the siw-13 portfolio they are in at the end of year t- 1 (Table ATI). ln(ME) is the 
natural log of pric:e times shares outstanding at the end of year t - 1. In the individual-stock regressions, these values of 
the explanatory variables are matched with CRSP returns for each of the 12 months in year t. The portfolio regressions 
match the equal-weighted portfolio returns for the sizc-,B portfolios (Table All) with the equal-weighted 8'\-ernges of {3 ancl 
ln(ME) for the surviving stocks in each month of year l. Slope is the time-series average of the monthly regression slopes 
from 1941-1990 (600 months); SE is the time-series standard error of the average slope. 

The residuals from the monthly regressions ·l'l year t arc grouped into 12 portfolios on the basis of size or pre-ranking tl 
(estimated with 24 to 60 months of returns .s available) as of the end of year l - 1. The average residuals are the 
time-series averages of the monthly equnl·\1 . 1ghted averages of the residuals in percent. The average residuals (not 
sho'o\"11) from the FM regressions (1) to (3) that use the returns on the 100 size.lj portfolios as the dependent variable are 
always with!n 0.01 of those from the regressions for individual stock returns. This is not surprising given that the 
correlation betw~o the lime-series of 1941-199{) monthly FM slopes on fj or ln(ME) for the comparable portfolio and 
individual stock regressions is always greater than 0.99. 

Portfolio Regressions Individual Stock Regressions 

(1) i1 (2) ln(ME) (3) jl and ln(ME} (4) ll (5) ln(ME) (6) ll and ln(ME) 
--

Slope 0.22 -0.128 -0.13 -0.143 0.24 -0.133 -0.14 -0.147 
SE 0.24 0.043 0.21 0.039 0.23 0.043 0.21 0.039 

Average Residuals ror SW<k.s Grouped on Size 

lA 1B 2 3 4 5 6 7 8 9 lOA lOB 

Regression (4) 0.60 0.26 0.13 0.06 -0.01 -0.03 -0.03 -0.09 -0.10 -0.11 -0.25 -0.27 
Standard error 0.21 0.10 0.06 0.04 0.04 0.04 0.04 0.04 0.04 0.05 0.06 0.08 

Regression (5) 0.30 0.02 -0.05 -0.06 -0.08 -0.07 -0.03 -0.04 0.02 0.08 O.ot 0.13 
Standard error 0.14 0.07 0.04 0.04 0.04 0.04 0.04 0.03 0.03 0.03 0.04 O.D7 

Regression (6) 0.31 0.02 -0.05 -0.06 -0.09 -0.07 -0.03 -0.04 0.02 0.08 0.01 0.13 
Standard error 0.14 0.07 0.04 0.04 0.04 0.04 0.04 0.03 0.03 0.03 0.04 0.07 
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1A 

Regression (4) -0.08 
Standard error O.Q7 

Jlegression (5) -0.10 
Standard error 0.11 

Jlegression (6) -0.17 
Standard error 0.05 

Table Alli-Conlinued 
-·---- -·· 

Portfolio Regressiuns Individual Stock R~oos 

(2) ln(ME) (3) ~and ln(ME) (4) ~ (5) ln(ME> (6) ll and ln(ME) 

Average Residuals for Stocks Grouped on Pre-Ranking fJ 

1B 2 3 4 5 6 7 8 9 lOA lOB 

0.03 -0.01 0.08 0.04 0.08 0.04 0.02 -0.03 0.02 -0.11 -0.32 
0.05 0.03 0.03 0.03 0.03 0.04 0.04 0.04 0.04 0.08 0.07 

0.00 0.02 0.09 0.05 0.07 0.05 0.00 -0.03 -0.01 -0.11 -0.33 
0.10 0.07 0.05 0.04 0.03 0.03 0.04 0.05 0.07 0.10 0.13 

-0.07 -0.02 0.07 0.04 0.06 0.05 0.03 0.00 0.04 -0.04 -0.23 
0.04 0.03 0.03 0.03 0.03 0.03 0.03 0.04 0.04 0.06 0.07 
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TnbleAIV 

Subperiod Average Returns on the NYSE Value-Weighted and 
Equal-Weighted Portfolios and Avert'.ge Values of the 

Intercepts and Slopes for the FM Cross-Sectional Regressions 
of Individual Stock Returns on fJ and Size On(ME)) 

Mean is the average VW or EW return or an average slope from the monthly cross..sectiona) rEJreSSions of individual stock 
returns on tJ andior lntME). Std is the standard deviation of the time·series of returns or slopes.. and t(Mn) is Mean c\.'er 
its time-series standard error. The average slopes (not shown) from the FM regressions that use the returns on the 100 
size.~} portfolios of Table All as the dependent variable nre quite close to those for individual stock returns. (The 
correlation between the 1941-1990 month·b~ nonlh slopes on {1 or ln(ME) for the comparable portfolio and individual 
stock regressions is always greater than 0.95 

---·------··---
Panel A 

------~----

1941-1990 (600 Mos.) 1941-1965 (300 Mos.) 1966-1990 (300 Mos.) 
------

Variable Mean Std t{Mn) Mean Std I(Mnl Mean Std t(Mn) 
-------------

NYSE Value-Weighted (VW) and Equal-Weighted (EW) Portfolio Returns 

vw 0.93 4.15 5.49 1.10 3.58 5.30 0.76 4.64 2.85 
EW 1.12 5.10 5.37 1.33 4.42 5.18 0.91 5.70 2.77 

Ril =a+ b11,611 + e11 

a 0.98 3.93 6.11 0.84 3.18 4.56 1.13 4.57 4.26 
b, 0.24 5.52 !.P7 0.50 4.75 1.82 -0.02 6.19 -0.06 

Ril =a+ b7 ,1nlME11) +e., 
a 1.70 8.24 5.04 1.88 6.43 5.06 1.51 9.72 2.69 

b, -0.13 1.06 -3.07 -0.17 1.01 -2.88 -0.10 1.11 -1.54 

Rit = a+ b1,tl.., + h:z1ln{ME11) + e;, 

a 1.97 6.16 7.84 1.80 4.77 6.52 2.14 7.29 5.09 
b, -0.14 5.05 -0.66 0.07 4.15 0.28 -0.34 5.80 -LOl 

b, -0.15 0.98 -3.75 -0.16 0.94 -2.97 -0.13 0.99 -2.34 
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Table AIV -Conlinutd 

Panel B: 

1941-1950 1951- 5'1 1961-1970 1971-1980 
---

Return Menn t(Mn) Mean r(Mn) Mean I(Mn) Mean t(Mn) 

NYSE Value-Weighted (VW) and Equal-Weighted (EW) Portfolio Returns 

vw 1.05 2.88 1.18 3.95 0.66 1.84 0.72 1.67 
EW 1.59 3.16 1.13 3.76 0.88 1.96 1.04 1.82 

Ri, =a+ bu.Bir + eit 
a 0.24 0.66 1.41 6.36 0.84 1.94 0.27 0.62 
b, 1.26 2.20 -0.19 -0.63 0.32 0.72 0.82 1.27 

R .. , =a+ b21ln(ME;,) + e, 
a 2.63 3.47 1.08 2.73 1.78 2.50 2.18 2.03 
b, -0.37 -2.90 0.03 0.53 -0.17 -2.19 -0.20 -1.57 

Rir =a+ b11Pir + b2,ln{MEi1) + ei, 
a 2.14 3.93 1.38 4.03 2.01 4.16 !.50 2.12 
b, 0.34 0.75 -0.17 -0.53 -0.11 -0.27 0.41 0.75 
b2 -0.34 -2.92 0.01 0.20 -D.! a -2.89 -0.16 -1.50 

-----

--
1981-1990 

Mean t(Mn) 

1.04 2.40 
0.95 2.01 

2.35 5.99 
-1.o! -2.10 

0.82 1.20 
0.04 0.57 

2.84 4.25 
-1.14 -2.16 
-0.07 -0.84 
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model. The standard errors for portfolios formed on size and {3 are only 
slightly larger (0.02 to 0.11) than those for portfolios formed on size alone 
(0.01 to 0,10, Table AI). And the range of the post-ranking {3s within a size 
decile is always large relative to the standard errors of the {3s. 

Another possibility is that the proportionality condition (1) for the varia· 
tion through time in true {3a, that justifies the use of full-period post-ranking 
{3s in the FM tests, does not work well for portfolios formed on size and {3. If 
this is a problem, post-ranking {3s for the size-{3 portfolios should not be 
highly correlated across subperiods. The correlation between the half-period 
(1941-1965 and 1966-1990) (3s of the size-(3 portfolios is 0.91, which we take 
to be good evidence that the full-period {3 estimates for these portfolios are 
informative about true {3s. We can also report that using 5-year (3s (pre- or 
post-rankin;5) in the FM regressions does not change our negative conclusionu 
about the role of {3 in average returns, as long as portfolios are formed on {3 
as well aa size, or on {3 alone. 

Any attempt to salvage the simple positive relation between (3 and average 
return predicted by the SLB model runs into three damaging facts, clear in 
Table AIL (a) Forming portfolios on siz" ::md pre-ranking {3a produces a wide 
range of post-ranking (3s in every size decile. (b) The post-ranking (js closely 
reproduce (in deci!es 2 to 10 they exactly reproduce) the ordering of the 
pre-ranking (3s used to form the (j-sorted portfolios. It seems safe to conclude 
that the increasing pattern of the post-ranking (3s in every size decile 
captures the ordering of the true (3s. (c) Contrary to the SLB model, the (j 
sorts do not produce a similar ordering of average returns. Within the rows 
(size deciles) of the average return matrix in Table All, the high-(3 portfolios 
have average returns that are close to or less than the low-(j portfolios. 

But the most damag:ng evidence against the SLB model comes from the 
univariate regressiu ..... returns on fJ in Table All!. They say that when the 
tests allow for varia lion in fl that is unrelated to size, the relation between fJ 
and average return for 1941-1990 is weak, perhaps nonexistent, even when 
{3 is the only explanatory variable. We are forced to conclude that the SLB 
model does not describe the last 50 years of average stock returns. 
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Recent Sector and 

;.-rcsc of :oday's capital :na.rker theory is driven bv the funda­
mental :-eiatior.ship between risk a.11d return. The b~ic pre!::1ise 
is :!:at :::ost :..•westers are rational. and that a rational invescor 
will only accept an investmem with greater risk if it offe:-s a.r-. 
e:-..1Jectation of p-eater return. With the advent of William Sharpe's 
Capital."Lsset Pricing :Model (CA.PM) in the early 1960s, the risk 
of a.'l. individual stock is gene:rslly accepted to be measured by 
its E eta, the historical sensitivity of a stock's price to market 
price movementS. This reviews a recent study challeng­
ing the empirical relevance of Beta, then investigates whether 
these results can be extended to the industrY level. 

Two oi the rnosr prestigious researchers in-the financial com­
munity, professors Eugene F. Fama and Kennet.'"l R. French 
from the Un!ve:rsity of Chicsgo have challenged the traditior:al 
relationship between Beta and return in a recent paper pub­
lished by the Center for Research In Security Prices. L'l this 
srudy, the duo rraced the performance of thousa.'l.ds oi stocks 
over 50 years, but :"ound no statistical suppor~ for the hypothesis 
that the relationship between volatility a..'l.d return is sig:-iii­
cantly different fyom rs.r.dom. Indeed, professor Fama con­
cluded, 'The fact is that Bet:a, a:, the sole variable explaining 
re!:urr'-" on swcJ.-.s. is de2d.' These iL'"1dings support previous 
studies that have called into ques"tion the real-world applicabil­
ity of the C.AP~i Beta, including papers by Keim (Financial 
.-'....'"lalvs-.:s Joun1al. l986l, and Roll (Jour:1al of Financial Ecor:om­
ics, i97i). Never before, however, h2S the luck of a statistically 
sig-::i.iica..'lt relador.ship ber:ween Beta and return been so rigor­
ously a.'"1ci drar::tatically established. The l.i:1e graph on the top 
calf of the opposite page illustrates the startling degree co 
which L'-le theoretical st~aight-line relationship is refuted by 
ac::.~al data. Tr.is new documen:ation has investors all over the 
world oa:-anhrnsir.~J Edward G. Robinson's line from the 1930 
cla..ssic 'g2 .. !"1ister- wo~'ie. Lialc Ccesar, by asking '1\·lo~her of 1Y1e:cy, 
is this :he end of Beta?' 

_.;]though the arg--.1;nent of Beta's relevar1c:;t as a der:er:ninailt 
of stock price's is a long way frC'm conclusion, there is no debate 
that its ver:eer of inconteswbility has been severely damaged. :\ 
logical extension of these rmdings, then, is to question the merit 
oi the i.ndusr::-v-level Beta as an e:mlanatory variable in the 
relationship be-t·.veen industry price indexes and historical price 
perio:-:::"J!'.nce. While not nearly as much academic literature hns 
been devot~ci to ir.dustry Betas as individual stock Betas. the 
ar:icJes that we could find all demor.strate the existence of much 
stronger relationships betwee!1 Beta and return by indusll"'J 
class. Carleron and Lakor..ishok (Financial Analyst5 Journal, 
l985) found a coefficient of determi.Ilation of 0.86, ir:dicated a 
\·er:: s:rcng near-Ii:1ea.r relntionstip, for 15 industry g:-oups 
rr.essured between 1971 a..r1d 1980. Furthermure, Levha..n nr.d 
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Recent Sector and Industry Trends 

i A 12-C\1onth 
Ex:illninution Of 

Value Line Industry 
Betas 

i 
Implications For 

Top-Down investors 

Lc..-·y (ReVO:ew of Economics tlnd Statistics, 1977) der=onst...-::rted 
that the e:-ror te.:-:::1s in beta esrimar:ion lnter.--al.s ar~ ~e!itly 
reduced whet: :ndusr.-y sggregates are employed. 

Since :his issue marks the one-vear :mblicarion an.I1iversary oi 
the ValL!e Line Industry ReL•iew," we ~elected the twelve-mo-nth 
period ending this past Friday, ?v!ru-cb 13th, for a test of VaJue 
Line industJ-y Betas. Accordingly. we aggregated our 104 indus­
try groups by Ll,eir Betas tha• appeared in our March 8, 1991 
Edition. and divided the universe into tl\·e quintiles. First quin­
tile industries had Betas between 1.22 and 1.54. The ranges for 
the other four grot: pings were 1.11-1.20, 1.06 -1.10, 0.96 -1.05, 
and 0.68- 0.95 respectively. Gh·en that this was generolly a 
Bull :>1arket period, marked by a Dow Jones Industrial Average 
rise of 9% (from 2955.2 :o 3168.8) and a N.-\SDAQ jump of 
29.7% !from 475.1 to 616.0), we expected that high-Beta indus­
tries, most se..'1sit::ve to I71arket price movements, should expe­
rience price gilins ~hat were greater than low-Beta industries. 
The bar graph fee:-..:red on the bottom half of page 1-9 verifies 
\ividly that L"is was, indeed, the case. Quinrue 1, representbg 
the indusr:ies ·.vith the 21 highest Betas, enjoyed a 37.3% price 
rise while the low-Beta groups comprising Quintile 5 produced a 
meager 5.2% ga.i_'1. The average !ndust:y group gained 22.29o. 
The most prosperous Quin:ile l groups include: Retail/Building 
Supply, EomebuilC:ing, Securicies Brokers, snd Computer Soft­
ware. On the other ext~eme, Foreign Electronics. Petroleum 
Producers, end Canadian Energy were all among the worst­
perforci"""!g, low~Beta indus7.ries. 

A rr:ajo:- proble:n '>V:ith the high·Oeta st1:'3tegy is ±at, while a 
greater-than-eve:-age rise can be expected in an up market, a.~ 
above-average decline is probable in a down market. Since 
marker-~ir:-:i:Ig is ver; difficult at best, an investor cannot know 
v.-ith ce:-:ainr::· ·.v~ether this is a good time to emphasize high­
Beta indus:..-y grat.:ps. Our largely neu:ral asset: allocstion posi­
tion of 60c."c- 70'7c in ecuities does little to helo decide the 
situation . .-'Jterr:ati\·ely, 'we have shown in past· studies thnt 
emphasizing industry groups with high Tir:leliness rn.J'1.k.s has 
been a profimble smJ.tegy in both up and down -markets. For 
chose who e:\.-pect t.'le bull market to continue, ti..r::Jely high-Beta 
choices inc!ude Telecom!Cellular, Sernicor.duc~ors, ?.emil./Building 
Supply, and Shoes. Investors •.vith a bearish outlook may prefer 
TelecomiForeign, bsurance/Brokers, snd Beverc.ges/Soft DrL."lk. 
\Vhatever the choice, ynu will most likely find the inC:ustry-Beta· 
to-retur:-'. relatior..ship to be more relieble [han its counterpart 
on the i!"'.cii-ncual stock level. I 
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THE CAPITAL ASSET PRICING MODEL AND THE 

INVESTMENT HORIZON 

David Levhari and Haim Levy' 

I. Introduction 

I N following the mcan~variance analysis d~· 
vcloped by Markowitz ( 1952) and Tobin 

(195g). Sharpe (1964), Lintner (1965a, b) and 
Treynor 11961) have dcvelnpet.l the theory for 
determination of as!-tet prices unJer conditions 
of uncertainty. The et.juilihrium asset pricing 
modeL and its implication for measuring ex 
post performance of individual s~curities, have 
been empirically tested by Lintner.' Jensen 
(1968. 1972). Miller ami Scholes (1972). Doug­
las ( 1969). Roll ( 19691 and others. The empirical 
results obtamed by both Douglas and Lintner 
deviated from the theory of the modeL Mnrc­
over. Miller and Scholes have run empirical 
tests similar to tho~e of Douglns and Lintner 
and found a significant disparity bet\.veen the 
theoretical model ami Lhc empirical evidence. 
They maintain that part of this discrepancy can 
be explained by possible statistical biases, mea­
surement errors, and consideration of the skew­
ness of the distribution of return;;. Black . .len­
sen, and Scholes (1972) (hereafter B-.1-S) con­
firm the systematic hias. Usin!! monlhly data 
covering a 35 year period. they discovered thut, 
on average, high risk securities earned less than 
the amount predicted by the model. Similarly. 
earnings on low risk securities e:xc~edcd the 
amount predicted.2 

Although these disparities clearly suggest 
some systematic empirical hias, we are not 

Received for publication Fl!bruary 27,-1975. Re-vision accc:ptcd 
for publication March 8, 1976. 

• 1'hc authors acknowledge the technical assistance of 
Moshe Smith and two anonymous referees. The first author 
ha:; been partially financed by th~: M.auriL'C Fnlk Found:uion, 
and the second authnr has bt!c:n financed by the: Ford Founda· 
tion, 

1 Lintner's paper "Security Prices and Risk: The Theory und 
a Comparative Allalysi.s of A.T.&T. and Lca,ling lndustriab" 
was presented at the Conference on Economics or Regulated 
Public Utililie.s, June 24, 1965, Chicago. 

2 Miller and Scholes show that the prese-nce of ccrt<~in biii!ie.\ 
could have accounted for the Dnugl<~s and Lintner findings. B· 
J-S maintain lllllt the assumption of bmrowiug ut rif;kltss 
interest rates could have. accounted for these deviations. 
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examining a possible statistical bias but a math­
ematical hias stemming from nne uf the as­
sumptions underlying the capital asset pricing 
model (CAPM). To be more specific, the model 
assumes that all investors arc single period, 
cxp~!...'ted urility nr terminal wealth maximizers. 
There is no particular restriction on the length 
of this period as long as it is identical for all 
investors. Clearly. the length of the "true" in­
vestment horizon afl"'ects asset prices under con­
ditions of uncertainty. We claim that the dispar­
ities noted above may result from using data 
calcul~ted for an inVestment horizon that dilrers 
from the "'true,, investment horizon. 

In the various empirical tests, the investment 
horizon has been selected arbitrarily. For exam­
ple. Lintner and Miller and Scholes usc annual 
data (i.e .. they implicitly assume a one-year 
horizon), Douglas uses quarterly an<.l annual 
data; Black. Jensen and Scholes, as well as 
Friend and Blume (1970). use monthly rates of 
return in their empirical tests, while Roll uses 
weekly data. It has been shown elsewhere by 
Levy ( 1972) that the Reward to Variability 
index (developed by Sharpe, 1966) is a function 
of the investment horizon assumed. Hence, 
there exists a systematic mathematical bias that 
is n function of the horizon assumed. The above 
theoretical findings arc related to the theory of 
pricing capital assets. but deal only with etficiem 
port}i>lios and not individual stocks. 

In this paper we illustrate that the assumed 
horizon plays a crucial role 111 empirical testing. 
Any deviation from the ·'true" horizon causes a 
svstematic bins in the regression coefficient (i.e., 
in the security systematic risk). This in turn 
causes a svstemntic bias in the performance 
measures of each security, and hence the devia­
tion between the theoretical model and the 
empincal evidence. The results of this paper are 
not limited to the theory of pricing capital 
assets; they are applicable to any econometric 
study in which the variables hJve multiplicative 
rather than additive properties. In such a case 
the regression coefficients will have a mathe-

., 
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matical bias which i:; a fun('tiun of the unit of 
time for which empirical data are collected. 

In section ll we analyze the bias of using data 
for a longer period than the true horizon for 
estimating the systematic rif..k. In section III 
similar analysis is carrieJ out for horizons 
smaller than the true investment horizon. In 
section IV the bias in measuring performance 
indices by deviatinn from the ·•true" horizon is 
discussed. Section V t.lea\s with the imp\icntinn 
of the bias discussed on the empirical evidence. 
Section VI prc>ents some empirical linuings 
which relate to the theoretical results of the 
previous sections. 

II. The Bias in Measuring Systematic Risk 
Using Data for a Longer Period than the 

""True" Horizon 

Let us flrst assume that the investor horizon 
is one time unit and hence the true systematic 
risk will be denoted by i>t· The data ar:e collect­
ed for a lnng.cr perioJ. 11-timc units. The caku­
ln.ted systematic risk for till' 11 period Uatn will 
be denoted by /!,. In order to e.xamine the bias 
stemming from using a longer hori;wn let us 
now calculate the 11 periods' co\'ariance between 
the ith security and the market rmc of return on 
the basis of une period parameters of the distri­
bution. It is assumed that hetween periods. the 
rates of return have an identical indepenJent 
Jistribution. Denote the 1 period rate of return 
of the i'h security by x;,. and that of the market 
portfolio by xmr· 

If we denote the n periods covariance by cov11 

we get by deflnition covn = cov{xu · · · .'J,:i.n· 
.rm.l • • • ·'·m.n) = E{.Yi,l ·' · Xi,n 'Xm.l · • • Xm.nJ 
- E{xi.l · · · x;,n) · E{xm.t · · · ""'·"}. Using the 
assumption of indepcnJent distributed returns 
\\·e get 

and from the fact of identical distribution of 
r~turns \Ve can ignore the second index of each 
term to obtain ..... 

Btn since £1· 1-• • 1.1· 111.1 

l:x,.t, we obtain 

cov11 = [cov(xi,l• Xm,l) + E'·r,l Exm,l ]" 

- (Exi,t )"(Exm,t )". 

l f we denote JL; = t. ... xi, 1, ,um = Exm, 1 and 
cov(x1,1 xm,l) = cov(x;,x111 ), we find 

COV11 = [cov(x;,Xm) + /J.iflmt -· fLtJ.Lm 11 • (1) 

The 11th period variance of the ith security will 
be a special case of {I) given by 

' [ ' ']" ' n - = a.-+ n.- - /L--11 
II I 1""'1 I • (2) 

Now. let us examine the relation between {31 
and Hn when~ the true investment horizon i~ 
assumed to be one period while the data collect­
ed and the regrl!ssion analy;;;is arc based on n 
perioUs. 

Since we assume that the investment horizon 
is on~.-: period we ohtain the following for the 
m:trkct equilihrium relationship: 

(3) 

where ,u1 i." the expected return of the security 
under consideration. 'F is the riskless interest 
rate. ~t 111 is the expected rate of return on the 
market portfolio and f3t = cov(xt,x,)/am2, 
i.e .. the regression coefficient of x1-the rate of 
return on the given security-with respect to 
x"'--the rate of return on the market portfolio. 

Now, suppose that in the empirical test, n­
period data arc used rather than the one period 
data. Namely. the rate of return of the security 
under consideration is given by x1 x 2 • • • Xn, and 
the rate of return on the market portfolio is 
given by x 111 .1 xm,2 · · · X 111,w 

The n-period regression coefficient is given by 

_ cov(x1 ···xn:xm 1 ···X111 n) 
fl., = --·-- ···-'---'-- (4) 

var{.Ym.l , ', Xm,n} 

where the tilde denotes the measured coefficient 
(not necessarily the right <>ne). Using relations 
(I) and (2) we find 

"V n-t ( ")[ I .1,,_.; ; LJ i=O j CO\' XI· Xm} {JLt Jlm) 

= -~n-1 (")( 2)"-i( ;-)-; --
~i=O j am {Lilt 

(5) 
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Let us now divide and multiply the ;'" term 
U = 0, ... ,n - I) nf the numerator by (n 2 )"-' 

, .m 
and using [11 = CO\'{x1.xmJ/o"' .. we ohtam 

[!, (6) 

Substituting f<>r /'t from equation (3). we lind 
l't = I'm + Wt - I )(I'm - r) and we get 

or 

and downwarJ more than the mark~t in a bear 
market. 1.e .. {! 1 > I. In this case u > 0 and 
therefore ,L t1j{ I + cd/.L o1 > I ond sine ... 
IN'-' ;;. f3t· ; = o ..... n - !. /l, > flt·' 

C. DcfenJiL·c Su>cf.: 

In thi> case fit < I. '' < 0. /11"-' ~. /11, , 

= 0 ..... n - 1. Therefore. L ai( I + n.)'/L tl, 

< I and 

(7) 

/l, 
'V"-'( 11 )·on-i 2r.-i[ . , l'm-r]' 2• ,L, i~O i /ot (o,., ) I ' ( /Jt -· 1)-l'm- (flm ) 

(8) - -------'V n-l(-;'-)-;--2 1,-:..-;-( -;----), -- -· --
L,; 1=0 i .am }l.m 

Denote 

and 

thus. 

(9) 

To analyze the possible bias fmm the use ,,f 
n period data we should Jisc.:uss the characteris~ 
tics of the prospect tmJer consideration. 

A. Newrnl Slfwk 

A s10ck with flt = I is defineu as neutral 
stuck. ln this case a = 0 nnd [~11 = j3( :;:::. I. 
Thus for a neutral stock we \1htain the same 
regrt>ssion coefficient regardh:ss of the invest­
men! horizon. 

B. Aggrc.rsit't? Srvc/, 

Aggressive stock is expectcJ to go upwarJ 
more than the market portfolio in a bull market 

~ fit 
where equality holds only for flt = I. 

III. The Bias in !\leasuring the Systematic 
Risk Using Data for a Shorter Period than the 

"True·~ Horizon 

In this case the mJrkct equilihrium N-jUntion 
wriucn in terms of the one-periuJ parameters is 
giv~n by 

where fin is the true cnctikienl. which indicates 
the systematic risk of the stuck under consider­
ation. Hnwcver. in the empirical test one uses 
dn ta of .a .shorter perioJ. say. one-perinJ. Hence 
we calculate il1 = cov{x1.xm):1o,/· rather than 
{1

11 
where the tiiJc denotes the estimated rather 

than the ·•true" coefficient. In order to measure 
the possible ueviatinn between i3, anu {l,. let us 
examine first the rel~Itionship between the n­
pt:rioJ ~nd the nne-period covariance. Since 
cov(xl · · · x 11 .X111 ,! · • · x 111•11 ) = [cov{.rl.xm) 

J
n )" b . + i'I flm - (ftlfLnr we o tam 

l Note that fnr n ..... l. we obtain !J.., = /11• 

Re• 
pt:ril'' 

!len< 

If 
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Let us denote 

( )" lv" + fl! Jl·m - I-ll J.1m · 

Recalling the definition of {!, and the 11 111 

period variance we get Hence. 

Ill 1 or 

Hence. 

( n }lin + 11tl1ml - 11tl1m ( 12) 

{ { /3,[(o,} + /',}l" ll 2nj 
m 

( )" }l.'n ·J 1 2 + ftJ }1111 - ftl flm 1 °m · ( 13) 

The equilibrium market condition is 

JLJn = rn + f]n(Jlm''- (11) 

"'n-1 {3- n-i 

fJ > L.;~o'-'•_t_ 
n .._,n-t · 

L.d=O ai 

From this it is clear that {3, > fit since if 
i>1 < I there is nothing to prove: but if fit > I 
!hen the right hand sidr.:. being a weighted 
average of flt'- i = I, .... 11, must be greater 
than fi 1• I.e .. 

yn-1 {J- n-i 

!! > ~,~o 0
; 1 > {3- . 

n ~n-1 I 
..:...;i=O al 

( 18) 

= flmn + (/l,- I )(,u,/'- r"). ( 14) For defensive stock {J, < I and 1'1 < I'm; 

If {J, = I, then I'J = I'm· and 

= I = !Jn' 
If we deal with an aggressive stock. i.e .. {!, > I. 
we get. by ( 10), that1•1 > I'm· 

Equation (13) can be rewritten as 

(#1 o,} + llJ/1m) 11 
= f3n!(nm2 + P.m2 

)'' 

- .Um2nj + (J.lJ flm )n 

'\,'n-1 (II) 2 n-i 2 i 
= {J, L..;~o i (om ) lr•m } . 

For /l, > I. l't > I'm and, therefore. 

'0 n-1 ( 11
) 1j n-'(o 2 )"-'( 1 1 )' 

~1=0 1 1-·l m lm 

( 15) 

(16) 

' "'"-'(II) ,,_, 1i < .. /5, L.,, .... o i (a,-) (I'm-). ( 17) 

therefore. 

or 

(19) 
"\:' n-1 (II) 2 )n-i 2 ; > {!, L..;~o i (om (o, ) 

and thu~ 

Again if #1 ;> I then tnvially /1, < {31 as /1, 
< I, and if {11 < I then 

"'"-1 {J- n-i 

!,, < L..;-o a; )_ < ~-, 
JIJ "', Jl . 

L., (}l 

Thus, in general. \V~ obtain a reverse symmetri­
cal case to the one discussed before. 

IV. The Biases in IV1easuring Performam:e 
Indices by Deviation from the "True" 

lnYestmcnt Horizon 

As has been suggested by Treynor (1965). the 
relevant performance index of individual secu-

' 

I 
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rilles as well as a portfolio is given by the where 
reward to volatility index, 

1=1';-rF 
/31 

(20) 

In this section \VC analyze the possible error 
stemming from choosing an investment horizon 
that ditrers from the ''true" investment horizon. 
\Ve will start with the case where the horizon 
used in the empirical data is longer than the 
''true" horizon and later on we will analyze the 
oppo.silr case. 
As~uming that the investment horizon is one­

period. we expect in equilibrium that 

M)- IF 
11 = --{J

1
- =<'for all;. (21) 

(We shall delete the subscript Fin cases where 
no confusion arises.) Thus I'J = f3;" + r. Sup­
pose now thnt we measure the performance 
index using a longer period than the horizon 
mken into account in the equilibrium model: 
i.e., we calculute the following n-period per­
rormance index: 

1, (22) 

or 

Using equation (6) the JennminHtl)f can be 
written .:1s 

'V"·"I (ll){J n-i( 2)n-i( ·)i 
Lii=O i I; 0 m llj/lm 
--·--------------···---

"' n-1 ( ll ) 2 n- i ')' L;,.o i. (am) (flm- (23) 

= (/~1Jam2 + J.~,,um)/1- (f{_jllm)" 
----y-----

A 

Hence. the n·period perfonnance measure ili 

1, 

We would now like to find whether the "new'' 
index will preserve the property of being identi­
cal for all securities using then-period data. We 
shall prove that a1,(d/3v < 0: thus the higher 
the fJv· the smaller the measured performance 
index will be. Notice that A is independent of 
fiv, and hence one can calculate (oln/r1)/at31. 
Substituting fl/ + r for I'J and ignoring the 
subscript I we get 

(~;c+ r)"_-_r_" ______ __ 
1n/A = -'V-,_-1-;( 11 ) J"-'( 2)"-i(l' )' , 

L..Ji=O i /j Gm tJjC + r flm 

and. expanding the numerall1r and the denomi­
nator. 

(25) 

We would like to prove that il1w' il/!1 < 0; that 
is. when we use a period longer than the proper 
horizon data we gel a system:.ttic bias in the 
performance measures. Thus. for a more aggres­
sive stock (i.e., the higher !3) the lower is the 
performance me-asure. Hence. the measured 
performance index. which is biased. will dis­
criminate again~t aggressive stocks. Dilferl!'n· 
tinting {25) and denoting the denominatllr by D 
we get 
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[ L~~~ (Z)In -I:)J3rk-l,.n-krk] 

[2:~~~ 2::~o (';)C)/3/-'(a,}l"-'1'"/c.i-s,-s] 
-[ 2:~~~ (Z)(3rkcn-k 1 k] 

[
'Vn-1 'V' (ll)(i)(n- .l·)fl"-s-l(a 2)n-i, ici->r·'] 
L.J,=OL-is,....,O 1 .s '} m rm 

= 'V"-1 'V"-t 'V' (ll)(ll)(i)(ll -l:)jJ-2n-k-s-lcn+i-k-s 1k+s(a 2)n-i 1 I ~k=O.L..o,=o.Ln=O k 1 .r J m lm 

- ""-t 'V"-1 "i (")(")(;)( - -)n2n-k-s-J n+i-k-.< kj'( z)n-i ' 
L.JJ.:=O ~t=O L.,. s=O f..: i S II .\ I~J C r Om JLm 

Note that this is a polynomial in {l1• c. r, a,2
• 

fL,, and for 1: + s = 0 and any i we get the 
same polynomial term. Hence lo prove that 
(D1/A)(H/u(3J) < 0 we shall prow that the 
coefficient of this polynomial term is negative. 
for, given B and 1. the coefficient of 
ll2n-O-Ic"+i-B, 0(a 2)·"-'!< 1 will be shown to be 

Ii.o = 0 L ~ ~o ( ~) ( 0 ~ k) 

-vo (")( i ) 1: - 2 ..::.k~t 1: B-k .. 

However. using 
J x m · 
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(26) 

(27) 

negative for all e and i. Let us now distinguish 
between two cases: (i) B <:;; i and (ii) 0 > i. The 
term (j) is, of course. positivt.· and can be 
ignored. In case (i) the coefficient of the polyno­
mial term (denoted by lj_0) is given by (subsli­
tuting s = B- 1:) 

( ")( i ) ("-])( i ) k 0-1: l:=ll k-1 0-k, 

lio = L~~o U)(e ~~:)is -li) 
= L ~~o (;:) (II~ li) (II -- 2") 
-e"H (")( ,-) -- Lik~O k II- k 

_ J 'V 0 (II) ( j )k 
- Ll k ~o k 0 - k · 

Recalling that for 1: ~ 0 the fim term of the 
'econd summation vanishes nnd we obtain 

we find 

Ii.o = 0 L:~o G)(o ~ 1:) 
(29) 

- 211 L ~~I ( z = ~) ( 0 ~ k )-

Nov..' using the relation 

(
-")()') (-")( I' ) 0 Ill - ) '111 · ___ l + ' . ' 

+ ( '')(-") (" +y) m 0 m 

( Felkr. 1957, p. 62), we get 
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r,ll = oC' ;~ i) - 2n( II ; ~ ;· ') 

= o(n ~· ;) _ ;,2:11(n; ;) 
= o( n ~· ') 

= e( II ; i) [I - }2-;]. 
llut since i .;; 11 - I, I - (2n/n + i) < 0 for all 
i. Thus. for the case (J .( i we hnve proved thal 
the coefficient of the polynomiJI term is nega~ 
tive. Let us now turn to (ii), i.e., the case where 
0 > i. In this case since s < i, and k + s = 0. 
k and s can assume the values 

k = II - i. 0- i + I. .... 0 

.1· = i, i - I ... , 0. 

Hence. in this case the polynomial coeflkicnt i.s 
given by 

L~~o-1 (Z)(o ~")(II- lk). 

Let us substitute w = k - B + i. Thus the 
above term can be re\\Titten as 

""i ( II )( i )(J·-J -&) L.Jw=O W + B- i i- W _/ -W 

·- J ""i ( II ) ( i ) ( _ •) - - LJw=O "-' + 0- i i- W 
1 

t<. 

-II "V i ( II ) ( i ) 
L.Jw=O w + 0- i i- W · 

Note that 

( 
i ) (. ) ·( i - I ) . t-u.~ =J. z-w J-w-1 

(
n+i- I) 

= 0- I (i- n). 

which is of course non-positive as i ~ n. 
This linally implies that (D2/A)(ol,/il{l1) 

< 0. or ill,/ i!/3;_ < 0. as has been maintained. 
The other posstble bias which we believe to be 
more relevam is that the performance index is 
cakulatcd for a shorter horizon than the "true" 
one. In virtually all the empirical research, a 
horizon period of one year or even less has been 
assumed, \Vhich seems to be shorter than the 
"true" horizon. In this case \\'e C;{pect to have in 
equilibrium 

where c is a constant for all securities. When 
using a shorter horizon one calculates the fol­
lowi~g performance index, which might differ 
between securities, It = (/lj- r)/flj.t· We inves­
tigate the possible bias by examining the sign 
illt/Bflr We have proved that this term is posi­
tive but for brevity we delete the proof. 

Another interesting phenomenon is that for a 
given [31. or a given #/· the higher the invest­
ment horizon for which the performance index 
is calculated, the higher the measured index. 
Since this theoretical result is valid independent 
of the "true" horizon. it can he tested empirical· 
ly. (see section VI) even though the true invest­
ment horizon is unknown. 

V. Implication of the Mathematical Bias in 
the Empirical E1•idencc 

Douglas, Lintner. Miller and Scholes. Jensen, 
and ll17lck-Jensen-Scholcs indicate the follow­
ing three major inconsistencies between the 
capital asset pricing model and the empirical 
evidence. 

and again using the same identity (Feller. 1957) A. The Residual Variance 
we get 

_ 1 .(n+i-l)- (11-li·-1)~;1:_!. -.t 0-1 II 0- ,, 

= (" ; ~ ~ 1
) [2i - (n + il] 

The most disturbing empirical result is the 
fact that the residual variance is positively car­
related with the average return. Tn be more 
specific, using cross-section data the following 
regression has been estimated: 

R.j = ro + 'Yt j3j + r2s,.j 
where R1 is the mean rate of return of the ph 
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security in excess nf the risk free interest rate: /3) 
is the systematic risk of theJ'h security estimat· 
ed from time series. usrng the following regres­
siOn: 

RJI = L'J + /~} Rmr + ~'it 

where Rm1 is t!u: rate of return on the market 
portfolio in exc~ss nf the risk free interest rate: 
sf.'_/ is the residual variance taken from the time 
series regression. 

Using the l..'apna! asset pricing mudd one 
expects (In equilibrium) that Yo = 0. r 1 = R, 
and y2 =· 0. However. virtually all cmpincal 
evidence inditatc~ that Yo and y2 nrc s.ignilicant· 
ly positive. 

According tn the ~.:apital asset pricing model. 
y2 should bL· t:qual to zero since thcj1h security 
variant.·~ (and hence its residual variance) is a 
very small component of irs total risk. and c\·en 
this small component is a!readv taken mtn 
aecount in the systematic rbk. Lr .. in the i11 
coeftkicnt. We claim that the tact that y2 is 
significantly positive does not necessarily indi­
cate that the c.;apiw.l asset pricing modt:l is 
wrong hut merely that the investment horizon 
assumed 111 the empirical research mentioned 
above is shortt'r than the "true" investment 
horizon.4 In thi~ case the relationship bet\veen 
the true systcm:)tic risk (jl1 ) and the cotimated 
syoternatic nsk [31 is illustrated in figure I. Tl1ll.< 
one can write 

fl, + tl 

where {j < 0 for all values /!
1 
< I and tl > 0 

fnr ,all V:J.iues fi1 > I. The ph security variance 
oR,{ can be ckcnmposed to the following two 
components 

' /l' ' ' , nR./ /fiR,m~ + .S,.,{ 

and suhstittl!ing ji
1 

= hi + 8 we obtain 

2 11·1 x 12 2 s· , 0 R,J = J + u __ iJR.m + ~ t•,/ 

Thus. 

4 In all 1hc cmpinl'al restun:h rnc-n!wntd in th1s pupcr. th~ 
J\>umed investment )HH!It1n J.'> lt:~s ur t:qu<~l tu 1 ytnt {I \•eel. 
I nlC\nth. 3 month~. ami I year). 

where 

R2-·2 2 ·2 2 
S, •. J = S,.,J + ( fl1 - f3J )aR,m · 

The estimated residual variance of the time 
series regression. Se,p is hiased and functionally 
related to thej1h security systematic risk. More­
over. we claim that s, . .} and [3j arc positively 
l'orrelated. Looking again at figure I we can sec 

FJGnn: I, - ESTI~1ATED SYSTEMATIC RISK 
t#1 lAS A fl'NCT!ON OF THE 

TRt'E S\'STF.~!ATiC RISK t{J, I 

8<0 8>0 

I -- .. 

45° 

a 

/31 

that through most of the relevant domain se,j 

anJ {3; increase simultaneously. To the _ril!ht of 
point t7, {)as well n.s !1, increase. hence s{'.7 und 
[!1 increase 1oget.her. rhe opposite holds to the 
left of point a. But this part is relatively small 
a nJ cannot chunge the positive correlation. 
i\·1orl'o\'cr. this part will include only a few 
securities since must securities are characterizeJ 
b_y a s_vstematic risk greater than 0.5.!1 

B. Bias in the !<egression Coefficients 

The s.ccond bias mentioned in the literature is 
1 hat using the cross-section regression 

Ti.J =Yo+ 'l1PJ+ '! 
(where again i11 is taken from an estimate using 

~ ltts worth mr;ntioning that Miller ruu.l Schoks ( 1972. p. 62) 
find n positive correla!inn between the residual v:mantc!> and 
the estimated ~ystcm~tic mk. 
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time series data.) It J\3s heen found that ·to is 
significantly positive and y1 1s less than wh:lt 
nne would e.xpect. Thnt is, the )' 1 estimate tums 
out to be significantly less than the market 
purlfolio avemgc rate of rewrn in excess of tht: 
risk·frce rate. 

We claim that the biases in 1'o and ·11 may 
stem from errors in the choice of a proper 
horizon 1 causing a systenutir error in the c-sti~ 
mated ,·alues of [31. This may be explained as 
follows: 

anJ using our results on the consistent mathe­
matic bias (see figure 1). cov]fl.tl] > 0. Thus. 
the regression estimate is 

2: tR1 - R)(~)- #1 
Y! ·- ·----.--:;,-~---

2: (fl)- flt 

where j} = 73- il. Hence. 

. 2:, (111 - ii !1/l,- 7i- <~1 + 8] 
YJ = -·--~---=----=-1-

2., (fi;- /l- 81 +,I) 

or 

and. dividing the numerator and the Jrnomina­
tor by 2: ( 131' ·· j] )

1 and looking at the probabil­
Ity limit. we get 

mv (7\
1

, 8
1

) 
·11- ---~-

= -·--- __ .!'.fl :____ -- . 
os' cov( fl. 8) 

I+~,- 2·--,----· 
0 /l- 0/J-

Sinct cnv]R 8] = ·11 · cov]/3. 8] we gel 

1 - ~cw iJi· '1) 

= ~,1 ----·- afl,2__ ___ ·r . 
· 1 _ 2 nw(.f!:8J + ~( 

' ' a,J- "rt 

plim y1 

Clearly. if cov(/J,S) = 0. i.e., if there IS a 
random error in the measurement of f?r then 
plim y1 = y1(1/l + (a//o/)1. This means thnt 
·i

1 
is biased downward (sec also Miller and 

Scholes. 1971). Using uur analysis and assuming 
that the data are collected for shorter than the 
tru~ lwrizon. then cov(8.fJ) > 0. anJ we can­
not be sure of the direction of the bia~. Tht! 
empirical evidence lends support 10 the hypoth­
esis that (no"iaiJ- (cov(fi.n)/a/1 > 0. and 
lcov(/1.8)/ail < 1. anu hence r1 is biaoed 
downwartl. 

Tht.: possibility th<.tt Yo is significantly positive 
follows immediately. The exact relationship is 

while th~ measured regression is 

7<, = Yo + "ir iJJ + ,;J • 

Taking the pwbability limlls of the averages of 
both sides of the a hove two regressions we get 

1'o + ,., fi1 = ·io + Yt /lj · 
But since iJJ = /31 - 81. this yrdds 

Yo + Yt li1 = Yo • ·(1 /ij - Yr 8: 

But Yt < r1 and looking ~gain at figure I one 

may realize tllat 8 > 0 henr:e ·(0 > Yo as has 
been found in the empirical papers menliont:d 
above. 

C. ,\lea.wring Ex Pos/ Pc1:lfH'J11tlllCl' 

Black. Jensen and Sclwles ( 19721 examined 
lhi:.· following time ~erie:-; rt.'gressinn: 

Ri1 = Oj + fiJ Rm1 + ei1 

where n1 indicates tb~ performance of the j'h 
portfolio. II h:~s been found that in three peri­
ods nj is positive for low risk securities ( [11 < l} 
and "J < 0 for high risk securities (j3j > I). ln 
the ft1Urlh subpcriod analyzed the opposite rela­
tionship wos fnund. B-J-S explain the results of 
three out of the four periods hy the "twn-faclOr 
model." ~amely. they maintain that n:1 esti­
mates. 1n this case the term E!"i, I (I - /3j) 
where Y ... is an asset whose return is UIH.:crtain 
but whose covari~tnl'C with the market portfolio 
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is zero. The fourth period results, which cannot 
be explained by the "two factor model," are 
quite easily explained in our framework. If we 
assume that the horizon used in the empirical 
research is too short, then the following regres­
sion is analyzed: 

R (I) ~ ".(1) + g.(ll R + e· (I) 
'}I ·.1 /-:; ml )I 

where the superscript denotes the length of the 
horizon. assumed to he one time-unit. Dividing 
through by f3) 1l we get 

RJ·I(I) lf·(l) 
J , R 

(3(1) (31.11)' m· 
.I 

As If}' I if3/') = I1 and we have proved that 
a I1/ [) !')") > 0, we learn that on the right ~and 
side al<'j(ll /f3)1l)jilf3J' > 0 must hold as R, is 
independent of [Jj"i.'Increasing !3}"1 (and hold­
ing all olher parameters constant), [Jj') also 
increases and hence a·(l) must increase with 
fl}"l. For the value 13/"i' = I, liP) is also unity; 
hence there is no mathematical bias and in 
equilibrium we expect tt; to he equal tn zero. 
Thus, we expect to find negative o:j for low risk 
securities ([Jj < I) and positive ''J for high risk 
securities ({Jj > I) as has been found by B-J-S 
in one of the subperiods that they studied. 

We would like to note that when the data 
collected are for longer than the true horizon. 
the results are ambiguous. In this case we 
proved that oii"l/a[Jj'l < 0, i.e.. R,,""lf3t" 
= a}n) /f3}n) + Rm(n) and D{u/'n/f3r1)/(Jf1/H 
< 0 since R.·.,fnl is independent of f3(l) Unlike 
the previous case, it is not clear w{lether cijn) 
decreases with f3/ 1) since 13)"1 increases with 
fl}'.l and it might be thatn}"l also increases, but 
at a slower rate. Thus, in. the regression of the 
1_\'pe 

R· (n) = o:'' + [3" R In)+ e (n) 
jl '} '} ntl )I 

one cannot predict the sign of ttj") merely on 
the basis of the mathematical consideralion 
g.ivcn above. 

In fact. there are several forr.:es causing a 
deviation between the theoretical results and 
the empirical findings. The possibility that risk­
less assets do not exist causes a hias in one 
direction. Choosing a relatively short horizon 
causes a bias in an opposite direction. These 

two forces may explain the fact that sometimes 
''j is related negatively to [31 and sometimes 
related positively to (31" 

VI. The Empirical Findings 

The monthly rates of return for a sample of 
I 0 I stocks traded on the New York Stock 
Exchange were calculated for the period 
1948-68. That is, for each security there are 240 
observations: thus if R*,,l, R*i,21 ._ .. , R\,240 
are monthly rates of return on the ith Security, 
one can calculate the bimonthly rates of return. 

R*;,l· R*i.1• ... , R*;.120 

where (I +R; 1)(1 + R; 2) =I +R*n· (I 
' ' '* ' + R;,J )(I + R;,4 ) = I + R ;,2, etc. Note that 

by using a horizon of two months, although we 
subdivide the period 1948-68 to 120 time units 
rather than 240 time units, there is no change in 
the length of the period covered by the empiri­
cal research, which remains twenty years. Simi­
larly. if we use annual rates of return we have 
only twenty observations. 6 

In order to examine the theoretical findings, 
one should identify defensive stocks and aggres­
sive stocks and examine how the estimate of the 
systematic risk of each stock varies with the 
investment horizon. Since many stocks are 
characterized by a systematic risk which is close 
to I, we illustrate the relationship he tween the 
systematic risk and the investment horizon with 
t~n stocks that were undoubtedly defensive 
(/J. < I) and ten stocks that were clearly ag­
gr~ssive ([31 > 1)7 Table I indicates that the 
estimates (3j(n) of the ten defensive stocks gener­
ally decrease wrth 11, as expected by theoretical 
findings. Moreover, the change in the estimate 
of the systematic risk is so sharp that some of 
the defensive stocks are characterized by a 

6 As a proxy to the market portfolio we u~e a Fisher 
arithmetic index. The rates of return on riskless assets ror 
shorter periods are taken to be the rates of return on Trl!asury 
bills, while for longer periods the rates of return on riskless 
ussets are estimated by the yield to maturity on Government 
bonds in accordance with the assumed investment horizon. 
The rates of return on Trea~ury bills as well as on Government 
bonds wt::re taken from various issues of th~.: Federal Reserve 
Bulletin. The sample of shares was taken from the return file= 
or the CRSP tapes. 

1 Out of the tot stocks included in the sample only 10 stocks 
have systematic risk that is below I for almost all the horizons 
and about the same number have been found with systematit: 
risk greater than 1 for almost all horizons. 
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T.,utr: l.- Tnt: Es1TMAn.: ov nrr: Svsn::.rATlC RisK rw Tr::~• Dt!TNSIYE SrocKs 

lrbtm :\~linnal r;ll'\'• 
Hnrhon l'u'"'r 

C'orp. 
.\tnni,·,m U.1ir;· 1'. !.urillarol ,\mnk.111 noorol••ll, .-ihhutl :'!JIH];nd lwuml l 'uulin<•nlal 

fin m•Ju!ht) t';\n Curr•. !'mrluns Curu. Tubarrn lror. l.Jhmal•on· 111411'1~ Cun•. l';~n 

- - .. ·-··------- ··--- ·---. ·---- ----··---- --
.4282 .5167 ,5201 .6166 .6296 .(, \ i~ .6576 .1:650 .6752 .7807 
A01} Al'itHi A65S .5711 .4652 .5412 .5717 .6147 .6(,51 .7081 

,\ .3796 .3B5 A.J75 . .1496 .4993 .5(oH4 .SSr)2 .S~i7B .571.1 .6510 
4 JJ29 .JJ 11 .3-HJO ASBl .3697 .(ol-11 .5284 6197 .5340 .6109 
5 .1881 .2631 4428 .2604 .3283 JJ-1'1 J1J19 A3\l .6701:1 .5882 
6 .3802 .3402 A-119 ..12:53 .3706 A:iJO .3811 .G II 2 SZ94 .6filfJ 
H .4322 .0621 .5309 A8t5 .JOZO .4621 .2J9S Jil.l\ 7 4907 .J967 

10 .2.112 .1236 .4 7 i'i -.0656 .2438 4272 AiZ9 .:5.115 4500 Al09 
II .2J67 -.OilS . .1511 -.4615 .0364 .. LillO ..1127 .4289 618-8 .2834 
IS .IS.'i6 .0702 .4544 -1.061Z -.0365 -.0561 .1243 .zoos .1541 .3526 
I& .J016 .2049 .5016 -1.0387 .1400 .271.1 .1·163 .7473 .1719 .4753 
20 .1142 -.::!56.1 .3l.~J -1.1855 -.1060 .2336 .0!-17 AOOZ .2378 .J307 
!4 .t06S -.2690 . .1996 -Z.{}()Jfi .1657 OS49 .2-174 .3771 71:126 .5319 
J(J 2210 .0101 .2 7H 1 -2.8251 .1187 .1360 -.JR63 -.01.50 -.5545 . .1536 

negative regression coefficient for large invest­
ment horizons. 

Table 2 demonstrates the response of the 
systematic risk estimate for ten aggressive 
stocks to changes in the assumed investment 
horizon. For example, the estimate of the sys­
tematic risk of Evans-Products increases from 
1.82 for a horizon uf one month, to 3.49 for a 
twelve months horizon and to more than 8 for a 
thirty month horizon. Hence. the estimated 
required rate of return and the determination of 
which stock is underpriced and which is over­
priced, is a function of the assumed investment 
horiwn. 

Another unambiguous theoretical result is 
that the performance measure for the ith securi­
ty increases with the investment horizon n. 
Table 3 shows that the empirical findings con­
form perfectly with the theoretical results. The 
average performance measure incn:ases from 

0.012 when it is calculated on the basis of 
monthly rates of return to 1.683 should one 
calculate rates of return for time units of thirty 
months. Note that in accordance with the theo­
retical results, !,in) increases with n for aggres­
sive as well as f;1r defensive stocks. The average 
perfmmance index for defensive stocks is signif­
icantly greater than the average performance 
measure for the aggressive stocks, over all n. 
Nevertheless. as expected.~ increases with n for 
both categories. 

The performance index !_; is an important 
int.lex employed in evaluating the ex post per­
formance of inJividual securities or mutual 
funds. We have seen that the index I; increases 
with 11. However. if the performance index 
increases at the same rate for all evaluated 
securities. the Jamage induced by selecting the 
investment horizon arbitrarily would be very 
small. since the ranking of the securities accord-

TAutr: 2.-- Tm: EsTIM.nr: oF TTfl': SYsn::>.[,\TIC RlsK oF Tt.N ,\r:anESSf\'E STocKs 

E1·an~ !"ni1nl 
Jfuritnll J'wdl1CL~ Ccnv C'tJI! l"•ml'l~o ·'""'·Dnda Brthkhclll ~l;Ht·~ l'.lt:w!iltr Hnokt•r :\lcJU!:1 

(in munthsl Corn Cotp. I ntlu~,lri••s In(. Caq1. Stf>i>l ~I<·•· I ~~~d Ch~mkll l'ortlo111d 
·------~--- ---------· --------------~-

1..8252 1.5S7G 1.5.153 !.4091 1.2904 1.1664 l.JUSi U09J 1.0650 1.0105 

2 l.ROOl 1.6050 L773S 1.57 25 1..1379 1.1525 un:-; 1 Oi90 1.1205 I.l~J1 

3 2.1009 l.SJS9 2.0?.14 l.t.i5B6 l.lS90 1.20·1/J l.l777 l.IJS4- 1.124-1 Ll!M 

4 L9Z93 1.6299 Ui991 1.7JJ2 1.3045 .9997 1.0952 1.0051 1.19-17 U197 

5 1.89.15 1.6583 2.:2407 2.2077 1.1977 1.03·10 uo.n .9617 1.1016 1.2757 

6 1.9414 1.6056 2.t994 2.2SOfi 1.2368 1.1445 L.?lHl l.toii: L09D7 ].0505 

s 2.0450 1.7603 1.7112 Z.6780 1.2632 l.IHHIJ 1..?164 J.tmn 1.2390 1.5629 

\0 2.0446 1.4159 2.3 771 3.2640 1.1633 1.206H U751 I ,1476 1.1098 1.4558 

12 3.4909 L6676 1.3451 JA419 L4J99 1.367! 1.6645 l.(,{i i 1 1.4250 1.8580 
IS J.2R1J 2.0732 l.SSll 2.2901 !.5936 LIJJOO 1. 7!-liJJ 1.8.?70 1..1184 2.7472 
t6 2.2692 l.H.S26 l.t12J2 3.4655 1.3207 1.527·1 1.4989 1.01]9.1 1.4488 2.0514 
20 1.8549 2.0076 4.0.185 3.0123 .9667 1.25~7 1.0-1(17 .6(,QH 1.1.161 1.751.4 
24 4.1551 3.10·H 1.2.3111 2.6956 1.5306 1.2-l!& US61 1.4828 16H-1 1.2072 

30 8.10-15 4.0495 1.2277 5.2007 2.1563 .1.60-12 2.9569 1.1334 J.-1476 J.2152 
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;\11 All 
lnvrstmcnt All Stuch DdeMin· Stnfks A~t>:n'!l<il·r !'tocls 

llori:un ( !01 ~tor.Ls) (61 ~wrb) I~D ~Md;s} 

0.012 .014 .009 
0.025 .031 .018 

.1 0.0.39 .045 .035 
4 0,054 .064 .039 
5 0.073 .038 .046 
fi 0.085 0.100 .051 

' 0.120 0.150 .076 
10 0.146 0.164 .099 
12 O.l33 0.152 .109 
15 0.159 0.175 .131 
16 0.265 0336 .169 
lO 0.515 0.778 .214 
l4 0.526 0.709 .221 
.10 1.683 3.281 .234 

ing to their ex post success should not change 
when one varies the invc.stment horizon. Unfor­
tunately. ~ does not change at the same rate. 
and the performance measure is a direct func­
tion of the selected investment horizon. 

Using ex post dat:l we ran the following 
regression for various investment horizons. 

. - ' where fjj and the residual variance S,,t ;~re 
taken from the iirst-pass regression. If the capi­
tal asset pricing moJel provides satisfactory 
results we expect ro, = 0. y1 = li,. y2 = 0. and 
a relatively high R·. We found that Yo is posi­
tive, and that one cannot eliminate this faclor 
by changing the investment horizon. For hori­
zom less than two months y, is not significantly 
difrercnt from zero and the R. 2 is quite low. For 
horizons of three and four months. we conclude 
that y2 is not significant. a fact that is consistent 
with the capllal asset pncing model. However. 
in this case the R2 values are only 13% and 15';{,, 
respectively. and hence only a small pan of the 
\'ariability is explained. an unsatisfactory fea­
ture. For larger horizons (n ) 5 ), both y2 and 
Yi are positive and signincantly different from 
zero. 

Thus, by changing the investment horizon we 
could not reconcile this disparity between the 
capital asset pricing model and the empirical 
findings. However. in spite of the fact that we 
~:annat find a horizon that yields satisfactory 
results, the coeftkients y0 • y1• y 2 are not invari~ 
:1!11 to the investment horizon. In particular, 

note that R2 increases with the horizon: Il JS 

only 6% for a one month horizon and 34o/o-43% 
for horizons greater than one year. 

Concluding Remarks 

Theoretical models and empirical results may 
dift"er for many possible reasons. However. in 
some rcspectst the empirical evidence taken 
from the market deviates systematically from 
the theoretical model, a phenomenon that lends 
support to the hypothesis that there is some 
common error in the way in which empjrical 
research has been carried out. Indeed. we have 
found that the investment horizon for which 
data are collected plays a crucial role and has a 
great impact on both the regression coefficients 
and the performance indices. The investment 
horizon, implicitly assumed in the empirical 
research. ranges from one week to one year. 
\Vhen the .. true" investment horizon is no long­
er than the investment horizon U!iCd in the 
empirical research, one can explain many of the 
deviations between the empirical results and the 
capital asset pricing model by the mathematical 
bias stemming from the fact that relatively short 
horizons have been selected, 

Using an investment horizon shorter than the 
true horizon causes a bias in the systematic risk. 
However, the closer the true systematic risk is to 
1. the smaller the deviation. Since this deviation 
is positively correlated with the residual vari­
ance of each security. it also provides a theoret­
ical explanation for the fact that the coefficient 
of the residual variance may be significantly 
positive. 

DL"vintion from the true horizon also explains 
the empirical biases in the intercept as well as in 
the coefficient of the systematic risk, as mea­
sured from a cross-section regression. 

Ranking securities aecordmg to the Reward 
to Volatility is also biased as this performance 
index is functionally related to the investment 
horizon assumed. Thus. one security might 
show a better performance than another on the 
basis of monthly data, while the opposite rela­
tionship would be obtained if yearly data had 
been selected. 

From the empirical part of this paper we can 
draw two main conclusions. First. the assumed 
investment horizon has a crucial impact on 
estimates of the systematic risk of securities as 
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well as on their performance indices over the 
1948-68 penod, The systematic risk of defensive 
stocks tends to decline while that for aggressive 
stocks tends to increase with increases in the 
investment horizon. The impact of an increase 
in that horizon on the performance index is in 
the same Llirection for aggressive and defensive 
stocks; the higher the assumed investment hori­
zon, the higher the performance index. The 
second conclusion has rather negative implica~ 
tions. By trying various horizons we could not 
reconcile the gap between the capital asset 
pricing model and empirical evidence. In sec­
ond pass regressions the intercept is positive 
and significant for most horizons, the coellicient 
for systematic risk is smaller than hypothesized 
by the CAPM and the coefficient for the resid­
ual variance is positive and significant. Yet, the 
estimate of the parameters as well as the coeffi­
cient of correlation are Functions of the as~ 
sumcd investment horizon and one cannot 
choose arbitrarily the time unil.s for which rates 
of return arc calculated. 
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by Gabriel I-Iawawini 

Whg Bela Shills as the Return 
Interval Changes 

A security's beta may vary substantia.lly depending upon whether it is estimated on 
the basis of daily, weekly or monthly returns. For instance, for the four-year period 
January 1970 to December 1973, Eastman Kodak had a beta of 1.25 based on daily 
returns, but a beta of 0. 93 based on monthly returns. 

In general, the betas of securities with a sma.ller market value than the average 
of all securities outstanding (the market) will decrease as the return interval is shortened, 
whereas the betas of securities with a large mmket value relative to the mmket will 
increase. This suggests that betas measured over return intervals of arbitrary length 
will tend to be biased. In pmticular, securities with relatively sma.ll mmket values may 
appear to be less 1isky than they truly are, whereas securities with relatively large market 
values may appear to be more risky than they huly me. 

MODERN Portfolio Theory (MPT) tells 
us that a security's historical rates of 
return can be used to estimale its sys­

tematic risk-i.e., its beta coefficient. MPT does 
not tell us, ho\vever, if these rates of return 
should be measured over a day, a week, a month 
or any other length of time. Several researchers 
have shown that this is not a trivial issue. 1 

Beta coefficients have in the past generally been 
estimated using n1onthiy returns, mainly because 
these data were the most readily available.' To­
day, betas may be estimated usirlg we2kly or 
even daily returns. As Table I indicates, however, 
a beta based on daily returns 1nay differ substan­
tially from a beta based on monthly returns, even 
if both betas are estimated over the same fixed 
calendar pe1iod. 

Here, betas for the four-year period january 
1970 lo December 1973 have been estimated us­
ing 50 monthly returns, 1,009 daily returns and 
various combinations of weekly returns. For the 
first firm on the list, \Vayne-Gossard, beta based 
on monthly returns is 0. 976, whereas the daily 

L Pontnotes appear <1\ end of article. 

Gabriel H.awawilti is Professor of Fina11cc a! Dam ell College 
of tile City U11iversity of New York and Tile European In­
stitute of Business Administration, Fontai11t>lJlcau, France. 

beta is 0.459-a decrease of about 53 per cent. In 
the case of Eastman Kodak, on the other hand, 
beta increases by 34 per cent-from 0.932 to 
1.251-when the return interval is shortened from 
a month to a day. 

This article presents a simple model that ex­
plains why estimates of beta depend upon the 
length of the return interval. This model also 
predicts the direction and the strength of the 
variations in estimated betas. Specifically, I will 
show that when the return interval is shortened, 
the following occurs: Securities with a smaller 
market value than the average of all secttrities 
outstanding (the market) will generally have a 
decreasing beta, whereas securities with a larger 
market value than the average of all securities 
outstanding will generally have an increasing 
beta. The implications of this phenomenon for 
portfolio performance evaluation and estin1ation 
of the Security Market Line and the market price 
of risk reduction are examined. 

What Causes Beta to Shift? 
A major factor responsible for shifts in estimated 
betas is the existence of intertcmporal (noncon­
temporaneous) relationships between the daily 
returns of individual securities and those of the 
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Table I Betns Estim;th:d on the Basis of Various Return Intervals* 
(January 1970-Decembt•r '1973) 

MonthJ.tt Triwf•t:kly Biweekly Wt•t•kly Oni/11 
Bdti-Bl'ifl Beta Bl'fn Bl.'la 

\ \' ayne-C(lssord 0.976 0.692 o.9Sn 0.654 0.·159 
Mi~:h. Seamless Tube 0.973 li.SS3 0.917 0.78·1 0.433 
Pub!icker lnds. 1.52'1 1.491 1.513 1.277 1.006 
Great West. United 2.496 2.311 2.122 1.9rl 1.'!42 
r:nmi!v Finann! 1.26S L324 1.212 O.H21 0.795 
Bobbi~ Brnuks 1.87-l 1.889 1.818 1.592 1.405 
/VIonngram lnds. 2.950 2.887 2.844 2.403 2.144 
FnlH!rg<~ 1.882 1.51 J 1.5:1 1 1.416 1.449 
DillinghMn Corp. 1.1104 1.164 0.990 0.750 0.725 
Vnn1;1do 2.329 1.628 2.170 1.823 1.765 
Big Three lnds. 1.339 0.970 1.283 0.%9 0.712 
C<tbot Corp. 0.752 0.898 0.844 0.805 0.756 
General Development '1.423 1.fi28 1.657 1.382 1.358 
Addresso-!Vt ultigraph 2,094 2.341 1.566 1.414 1.733 
Cn•at West. Finilncial 2,246 1.820 2.0'13 2.'158 1.917 
Colgntt>-Pa!molive 1.131 1.002 "1. f)]] 0.958 0.850 
Aluminium Cn. of 

Americu 1.'115 1.221 1.]]8 1.150 1.118 
Slwll Oil 0.930 "1.0~3 O.H27 0.860 0.742 
Kresge, 5.5. 1.190 '1.326 '1.299 "1.308 1.237 
E<:~stman Kodak 0.932 0.859 0.958 1.166 1.251 

"1\etum!i ilr\' m,',!sun:d ;15 tl1l' lug;uithm of investment relJth•es. 1\'larket returns are those of the S&P 500. All betns are s-tatistic,l\1_\' significant 
at the :1 JWr cent h'vel. 

general market. Securities' daily prices do not 
move in unison; some stocks may lag behind the 
general market movement, others may lead it. 
Previous research has suggested that the fun­
damental cause of these intertemporal cross­
correlations is friction in the trading process, 
which delays the response of securities' prices to 
new infonnation. J 

Table II presents some evidence of this 
phenomenon. ]-Jere the first column gives the 
contemporaneous correlation coefficient (Pim) 
between daily security returns and the daily 
returns of the Standard & Poor's (S&P) 500, osed 
as a proxy for lhe market, m. ThiS coefficient 
n1easures the simultaneous association between 
a security's daily price movements and those of 
the S&P 500. The second column gives the in­
tertemporal correlation coefficient with a lag of 
one day (o;;;,'). This measures the strength of the 
association between today's securities' returns 
and those of the S&P 500 one day earlier; in this 
case, changes in individual prices lag movements 
in the S&P 500. The third column gives the in­
terternporal conelation coefficient with a lead of 
one day (Pi;11

1):-: The last colun1n gives the ratio 
of the sum of the two intertemporal correlation 
coefficients to the contemporaneous correlation 
coefficient; it is a measure of the strength of in~ 
tcrtemporal cross-correlation relative to contem-

poraneous correlation. I call this ratio the 
'' q-ratio'' of a given security, 

The q-ratios of Wayne-Gossard (WG) and 
Eastman Kodak (EK), for example, are derived 
as follows: 

0.106 + 0.060 
0.143 

oELm + P~~,m 0.094 + 0.189 
0.626 IJEK,m 

The S&P 500 itself has a meaSurable 
which is equa1 to: 

-1 + +1 ? -1 Dmm Pmm -Om 2(0.285) gm ~ 
Pnun 1 

1.161 . 

0.452 . 

q-ratio, 

0.570 ' 

where p ~~in = p ~~·~:n the autoconelation coeffi­
cient with a lag of one day in the S&P 500, whose 
value was found to equal 0.285 over the period 
january 1970 to December 1973. Since the con­
temporaneous price movements of the S&P 500 
are perfectly positively correlated with them­
selves, Pmm ~ 1, hence the g-ratia of the S&P 
500 equals twice its autocorrelation coefficient. 

[mportance of the q-Ratio 
The presence of daily intertemporal cross-
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Table II D<lily Correl.1tion Coefficients and q-Ratins 
(January lg70-Dccember 1973) 

0 il11 

Wa\'nc-Gossard O.H3 
!\·1iCh. Seamless Tube 0.165 
Publicker lnds. 0.281 
Crcat West. Unitt•d 0.:!33 
Familv Finance 0.2-,18 
Hobbi~: Brooks 0.339 
Ivlonogram lnds. 0.459 
Faherge 0.337 
Dillingham C:urp. 0.192 
Vornndo ll.391 
Hig Three lmk 0.355 
Cabot Corp. 0.324 
Ceneral Development 0.328 
Add resstl-t'vl ul tigraph 0.404 
Gn.><ll West. Finunci;ll 0.546 
Culgatc-Pulmulivc 0.334 
Aluminium Co. of 

Amcrlcn IU37 
Shell Oil 0.394 
Kresge. 5.5. 0.505 
Eastman Kodak 0.626 

S&P 51111 1.01111 

•stati~tilally insignificnnt ut the 5 per cent \eve!. 

correlations, whose relative strengths are 
measured by the q-ratio, causes beta estimates to 
be related to the length of the return interval. The 
beta coefficient of security i ({3i), estimated over 
return intervals ofT-day length, is defined as the 
ratio of the T-day covariance (u;.,(T) between the 
returns of i and those of the market index m to 
the T-day variance (rr~11 (T)) of the returns of the 
market index, or: 

/);(T) = a;:n(T) . 
u;,(T) 

(1) 

The appendix demonstrates that a1,(T) can be 
expressed as a function of tl1e daily covariance 
a;.,Cl ), the length T of the return interval in 
days, and the St1CUrity's q-ralio (qim) according 
to: 

(2) 

An analogous expression can be derived to relate 
the T-day variance rrin(T) to the daily variance 
a~1 (1) as well as T and qm such that: 

af,(T) = of,(1) [T + (T -1)q,] , (3) 

where 

that is, twice the first order daily autocorrelation 
coefficient. 

1 • I 
Dim Dim 

0.106 0.060. 
0.177 o.o44· 
0.150 0.108 
0.131 0.096 
0.200 0.046. 
0.108 0.100 
0.119 0.166 
0.087 0.134 
0.119 0.047• 
0.225 0.124 
0.219 0.090 
0.175 0.037 
0.101 0.132 
0.074 0.168 
(U76 0.180 
0.164 O.ll47' 

11.148 0.112 
0.198 0.110 
0.137 11.168 
0.094 0.189 

0.:285 0.285 
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1.161 
1.321 
0.981 
0.974 
0.992 
0.614 
0.62'1 
0.664 
0.865 
0.893 
0.870 
0.654 
O.TIO 
0.599 
0.652 
0,632 

0.569 
0.782 
0.008 
0.452 

0.570 

Substituting Equations (2) and (3) in Equation 
(1) gives: 

/3·(T) ~ a;m(l)JT+(T-l)t];mJ ~ 1/·(l?+(T-l)q;m .(4) 
' a~,(l)IT+(T-l)qml ' T+(T-1)qm 

Equation (4) clearly shows how intertemporal 
cross-correlations affect beta as T varies. First, 
consider the simple case in which the security's 
q-ratio and the market's q-ratio both equal zero. 
In this case, the security's beta over the nleasure­
ment interval will equal its daily beta, regardless 
of the length of the return interval. In this highly 
unlikely situation, beta will be invariant to the 
length of the return interval. Beta will also be in­
variant when the security's q-ratio is non-zero 
and equals that of the market index. This situa­
tion may possibly arise. In generat ho,vevcr, a 
security's q-ratio will differ from the market's, 
cuusing beta to change as the return interval 
varies. 

Predicting Direction and Strength 
of a Beta Shift 
For which securities wil1 beta rise, remain con­
stant or fall as the return interval changes? How 
strong will the variation in beta be? To answer 
these questions, we measure the change in the 
numerator of Equation (4) with respect to the 
denon1inator; that is, we measure the response 
of {31(T) to a small change in T. We have: 
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/3;(1)]q;m - q,] 
IT+ (T -Ilqml' 

(5) 

For beta to decrease as T is shortened, the 
change must be positive. This vvill occur 
whenever the security's q-ratio is larger than the 
market's. For beta to increase as the return in­
ten'ai shortens, the change must be negative. 
This will occur whenever the security's q-ratio is 
s111aller than the market's, Furthermore, beta will 
decrease faster the larger is the security's q-ratio 
relative to the n1arket' s, and it \Vill increase faster 
the smaller the security's q-ratio is relative to the 
market's. 

Consider, for example, Wayne-Gossard and 
Eastman Kodak. The former has a q-ratio of 1.161, 
far in excess of that of the market index (0.570). 
As the return interval is shortened, its beta 
should decrease at a faster rate than the beta of 
other securities with q-ratios exceeding 0.570 but 
smaller than 1.161. This is indeed what we 
observe (see Table 1). Eastman Kodak has a q­
ratio of 0.452, below that of the market index. Its 
beta should increase as the return interval is 
shortened. This is again what \ve observe from 
Table I. The q-ratio of Aluminium Co. of America 
equals 0.569 (Table I), which is approximately the 
value of the q-ratio of the market index. We 
should expect its beta to remain constant as the 
return interval varies, and this is indeed the case. 

Is there a faster way to tell if beta will shift up­
ward or downward? fn other words, is it possi­
ble to predict the direction of the shift in beta 
without knowing its q-ratio? In fact, a security's 
q-ratio is inversely related to that security's 
market value of shares outstanding (MVSO).' 
This means that securities with large MVSO 
(relative to the market average) will have small 
q-ratios in comparison to the market. Those with 
small MVSO (relative to the market average) w1ll 
have high q-ratios in comparison to the market. 
Therefore, we may use MVSO (a proxy for a 
security's relative market thinness) to determine 
the direction of the shift in beta. Eastmon Kodak, 
with a large MVSO (relatively small g-ratia), will 
have an increasing beta, and \rVayne-Gossard, 
with a small MVSO (relatively high q-ratio), will 
have a decreasing beta, when the return interval 
is shortened. Table II, which lists companies in 
increJsing order of .MVSO, illustrates that q-ratios 
do indeed have a tendency to fall as MVSO rises. 

Implications for Analysis 
Because beta estimotes depend upon the length 
of the interval used to measure securities' 
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returns, any computation that incorporates beta 
may also be affected by the length of the return 
interval. This includes risk-adjusted measures of 
investment performance. Consider the perfor­
mance index suggested by Treynor.' It is the ratio 
of a portfolio's excess return to its beta. Because 
beta depends upon the return interval used, so 
will the performance index. Furthcm1ore, since 
betas do not usually shift in the same direction, 
the ranking of portfolios according to the Treynor 
index may differ depending upon the return in­
terval used. 

Another implication concerns the estimation of 
the Security Market Line of Sharpe and Lintner. 7 

From an estimated SML, one gets the value of 
the market price of risk reduction (MPR)-that is, 
the estimated market re\vard associated with an 
increase in each unit of risk. If one obtains a mon­
thly estimate of MPR, then it will usually be in­
correct to convert this number to an annual basts 
by simply multiplying by 12." Likewise, a month­
lv estimate of MPR cannot usually be converted 
t;, a weekly MPR by simply dividing by four. 

Finally, because of intertemporal cross­
correlations between securities' price move­
ments, beta estimates will generally depend upon 
the length of the return interval, implying that 
betas measured over return intervals of arbitrary 
length are biased. In particular, securities with 
large MVSO (relative to the market average) will 
have estimated betas that are biased upward, 
whereas securities with small MVSO (relative to 
the market average) will have estimated betas 
that are biased dov·.'n\vard. Q Hence securities with 
relativelv small market values may appear to be 
less risk\' than thev truly are, whereas securities 
with rel~tively lar8:e n1arket values may appear 
to be more risky than they truly are." Ill 
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that can possibly be used to correct for this return 
interval bias. See Kalman Cohen, Gabriel 
Hawawini, Steven Maier, Robert Schwartz and 
David \Vhitcomb, "Estimating nnd Adjusting for 
the lnterva!ing-Effect Bins in Beta," Mtmagc111r11f 
Science, forthcoming; Elroy Dimson, "Risk 
Measurement \vhen Shares are Subject to Infre­
guent Trading," The ]oumal of Finallcinl Economics, 
1979, pp. 197-226; and Myron Scholes and joseph 
\Villiams, <~Estimating Beta from Non-Synchro­
nom; Data," ]oumal of Financial Ecouomics, 1977, pp. 
309-327. 

Appendix 

Derivation of Equation (2) 

To derive Equation (2), write the T-day covariance of 
the ith security's returns with the returns on a market 
index (m) as ~ function of daily returns: 

1'-1 1-1 

"im,t (T) ~ I: I: Cov(rtT-k.i• rtT-u,ml (Al) 
"'""" ""'" 

Equation (A1) is a TxT cross-covariance matrix. Assum­
ing stationarity, its diagonal elements are all equal to 
the daily contemporaneous covariance denoted aim(l), 
and there are T of those. The off-diagonal elements are 
intertcmporal cross-covariances. Under stationarity, all 
intertempora1 cross-covilriances for which the dif­
ference k-u = +1 are equal to Pi~11 oi(l)am{1), and 
there are (T -1) of those. We have assumed that for 
k-u > + 1, intertempoml cross-covariances are zero. 
Likewise, all intertemporal cross~covariances for which 
the difference k-u~ -1 are equal to p j~a,(1)am(1), 
und there are (T -1) of those. Again, for k-u< -1, in­
tertemporal cross-covarianccs are zero. From this 
discussion and Et]uation (A1) it follows that: 

a,.,(T) ~ TaimCl) + (T -1)o "in1u;("l)am(l) 

+ (T -1)a j~a,(l)umCI) , 

from \Vhich Equation (2) in the text follows directly, 
because 
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146 Myron ), Gordon 

7.6 Conclusion 

This chapter has provided the basis far questioning the validity 
of the PCCM leverage theorem and the PCCM and traditional 
dividend rate and stock financing theorems. In the process, alterna­
tive hypotheses about the relation between share yield (and price) 
and these financing policy variables have been indicated. The 
fallowing chapter undertakes the development of a stock valuation 
and cost of capital model which incorporates these alternative 
hypotheses. 

8 

The Cost of Capital in Imperfect 
Capital Markets 

Recognition of the fact that capital markets are not perfectly compel· 
itive requires significant departure from the line of attack followed 
in the previous chapters in arriving at a utility's cost of capital. 
In perfectly competitive capital markets the cost of capital is 
independent of the level and financing of the firm's investment 
and is equal to the leverage-free yield on the firm's stock, Cost 
of capital determination under the theory involved little more than 
measuring share yield. 

The traditional theory departs from the PCCM theory only in 
the leverage assumption: the cost of capital is a function of the 
utility's leverage rate, However, in implementing the theory the 
practice is to fix the leverage rate an the basis of exogenous 
considerations. Consequently, given the leverage rate, the cost of 
capital here also is independent of the level . and financing of 
investment, and the only problem is measuring share yield, 

We have seen that the yield at which a utility's stock sells is 
an increasing function of its retention and stock financing rates 
as well as of its leverage rate. Knowing a share's yield under the 
firm's existing investment and financing policies does nat tell us 
what the yield would be under alternative policies. What is more 
important, knowing share yield, even under the desired investment 
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148 Myron J. Gordon 

and financing policies, does not tell us the cost of capital. All 
we know is that, with share yield a function of investment rate, 
the marginal yield investors require at any investment rate is above 
the average yield at that investment rate. Our task then is to construct 
a share value model which correctly represents the influence on 
share price of a utility's investment and financing policies. Manipu­
lation of the model will provide the yield at which the share sells 
for any combination of investment and financing policies. 

Given this m·odel of share valuation, how should it be used to 
determine a utility's cost of capital? There are two answers to this 
question depending on the policy adopted by the regulatory agency. 
Under one policy the agency sets the allowed rate of return under 
the constraint that the utility may take it as given in making its 
investment and financing decisions. The utility makes these deci­
sions with the objective of maximizing share price. Under the other 
policy the agency recognizes the bilateral monopoly relation with 
the utility and adjusts the allowed rate of return in response to 
changes in the utility's investment and financing decisions to make 
the price of the stock independent of these decisions. It will be 
seen that the bilateral monopoly policy results in a lower cost of 
capital and also requires less information to implement than the 
alternative policy, which we call the constrained policy. 

The pages that follow will develop the imperfect capital markets 
stock value model and arrive at the cost of capital from each 
source-retention, debt, and sale of stock-under the constrained 
and the bilateral monopoly regulatory policies. The following 
chapters will test the model, estimate its parameters, and provide 
illustrative estimates of the cost of capital from each source under 
both policies. 

8.1 Retention Share Value and the Co51 of Capital 

Our fundamental and perfectly general stock value model is that 
the price of a share is the present value of the expected future 
dividends. With the current dividend (1 - b) Y and with the 
assumption that the dividend is expected to grow forever at the 
rate g = br, our stock value model becomes 

P=(1 -b]Y 
k- br · 

(8.1.1) 
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The evidence in chapter 6 established that rather than k being 
independent of g, it increases with g. If we assume that k is a 
linear function of g, 

k = a. 0 + a 1 br. (8.1.2) 

o: 0 is the yield at which the share would sell in the absence of 
growth and the growth coefficient tt, > 0. Substituting Eq. (8.1.2] 
far k, Eq. (8.1.1) becomes 

p = _.:_(1.,--_b'-"-]..::..Y-:­
a0 +(a,- 1)br 

Taking the derivative aPIa b we find 

aP y 
a;= [a:

0 
+(a, -1)br]' [(1- a,)r- a 0 ]. 

(8.1.3) 

(8.1.4] 

This equation states that price increases with retention if (1 - tt,) r 
> a 0 • This implies that a firm should retain all of its earnings 
if r > o. 0 /(1- a,] and retain nothing if r< o.

0
/(1- a,]. 

The alternative hypothesis to a linear relation between k and 
g is that k increases with g by increasing amounts. This assumption 
is plausibly and conveniently represented by the expression 

k= br+ 1/[a0 e•••']. (8.1.5) 

1/rx 0 is the yield at whkh the share would sell when br = 0 and 
rx, > 0. As br increases k may fall at first, but beyond some value 
of br, kwill increase with gin decreasing amounts.' An interesling 
property of this function is that k - br falls as br increases, 
asymptotically approaching zero as br - "'· Figure 1 illustrates 
how k and k - g vary with g. k- g is the vertical distance between 
the curves marked k and g. 

Eq. (8.1.5) is a plausible expression fork since k- g, the dividend 
yield, approaches but never reaches zero as g rises. By contrast, 
for small values of rx 1 , the Eq. (8.1.2) value of k may result in 
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Yield 

k "" Share yield 

g = Growth rate 

--... k - g = Dividend yield 

Growth rate 

FIGURE 1. VariatJ'on in Share Yield and in Dividend Yield with the Growth Rare 

k - g = 0 for some value of g. Eq (8.1.5) is convenient for a 
number of reasons, as will be seen in the course of what follows. 
Substituting the equation fork in Eq. (8.1.1) results in 

P = !X 0 (1- b) Ye"•b'. (8.1.6) 

This equation states that Pis the multiple "o of the dividend when 
br = 0, and the multiple increases with g = br. The coefficient 
a. 1 may be looked on as the price the market is willing to pay 
for growth. 

Eq. (8.1.6) is linear in the logarithims; herice, linear regression 
analysis of sample data may be used to estimate the values of the 
coefficients o. 0 and o. 1 • This equation and the related Eq. (8.1.5) 
for k have two clear advantages over the Eq. (8.1.2) expression 
for k. With k a linear function of g we are led to an estimating 
equation of the form 
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D p= ao + o.tg+ .... (8.1.7) 

In Eq. (8.1.7) the change in price with growth is an increasing 
percentage of the price, but if P /Dis made the dependent variable, 
the change in price is a decreasing percentage of the .price as g 
increases. By contrast, in Eq. (8.1.6) the change in price with growth 
is a constant percentage of the price, and it is the same with P, 
P/ D, or D/ P the dependent variable. This is the first advantage. 
The second is that in Eq. (8.1.6) the least squares estimates of the 
coefficients minimize the squared ratios of the actual to the estimated 
price or dividend yield. Eq. (8.1.7) minimizes the squared differences 
between the actual and estimated dividend yield, which will not 
necessarily make the error expressed as a percentage of the price 
independent of the price.2 

Taking the derivate a P jab in Eq. (8.1.6) and setting it equal 
to zero, we find that share price is maximized when 

b= 1-1/o.,r. (8.1.8) 

Hence, when k is given by Eq. (8.1.5) there is an optimal retention 
rate which increases both with the rate of return on investment, 
r, and with a,. the index of the market's willingness to pay for 
growth in the dividend. 

Let us assume that the regulatory agency allows the utility the 
freedom to make whatever retention decision it wishes given the 
rate of return decision of the regulatory agency. Since the objective 
of the utility is to maximize the share price, Eq. (8.1.8) provides 
the utility's retention rate as a function of the agency's return 
decision. Solving the equation for r, we find that 

r = 1/o. 1 (1 - b) (8.1.9) 

zit is also true that the least squares estimates of the coefficients of Eq. {8.L7) 
with D/ Ptha dependent variable differ from the coefficients with P/ D the dependent 
variable so that given values of D nnd g produce different values of P depending 
on which set of coefficients are used. By contrast, when Eq. (8.1.6} is used it does 
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is the return on common equity the utility must be allowed to 
earn to persuade it to retain the fraction b of its income. It is clear 
that r increases with b. 

A retention rate of b and a return on common equity equal to 
r produce a rate of growth of br in the common equity and assets. 
Hence, the investment rate is br. To illustrate the model, assume 
that"' = 15 and that the desired investment rate is .05. Multiply 
both sides of Eq. (8.1.9) by b, set br = .05, set a, = 15, and solve 
for b; the result is b = .43. With br = .05, the solution for r = 
.117. If the demand for service requires a rate of growth ln assets 
of br = .04, the combination of b = .375 and r = .106 maximizes 
sham price at the required investment rate. 

Recall that the above solution for the rate of return allows the 
utility to take the rate of return on common as given in making 
its retention decision. Under this assumption, with the debt-equity 
ratio fixed and with retention the only source of equity funds, the 
utility's cost of capital may be determined as follows. With no 
debt in the capital structure, r = x, and Eq. (8.1.9) provides a firm's 
cost of capital. With a leverage rate of B/ E and the coupon rate 
of interest equal to c, we have r = x + (x- c) B/ E. Substituting 
this expression for r, the cost of capital is 

z= x 
1 cB/E 

-:----:-:--:----::-:-::::-+ -­
a,[1-b)(l+B/E) l+B/E 

(8.1.10) 

Since the investment rate is an increasing function of the retention 
rate when there is no stock financing and the leverage rate is fixed, 
it is clear from Eq. [8.1.10) that the cost of capital is an increasing 
function of the investment rate. It also can be shown that the cost 
of retention capital for any value of b falls as the given leverage 
rate is raised as long as 1/a 1 [1 - b) is greater than the coupon 
rate of interest. 

8.2 The Bilateral Monopoly Cost of Retention Capital 

The previous section established a utility's cost of retention capital 
if the utility may take the allowed rate of return as given in deciding 
its retention rate. However, there is a bilateral monopoly relation 
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between the utility and the regulatory agency. The latter may adjust 
the allowed rate of return in response to the retention rate selected 
by the utility. The consequences of each of these regulatory policies 
for the cost of capital. its relation to share yield, and the market-book 
value relation now are examined. 

Figure 2 presents share price as a function of the retention rate 
for alternative values of the allowed rate of return. The retention 
rate b is on the horizontal axis, and share price Pis on the vertical 
axis. The horizontal line Eis the book value per share. If the allowed 
rate of return is set at r,, share price is maximized at a retention 
rate of b,, and the investment rate is b,r,. Similarly, b, and b, 
are the optimal retention rates when r2 and r, are the allowed 
rates of return. It is clear that the price of the stock and the welfare 
of the stockholders are increasing functions of the investment rate 
needed to satisfy the demand for service. Stimulating the demand 
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154 Myron }. Gordon 

for service and/or increasing the capital requirements to meet the 
demand for service beneiit the stockholders. 

Assume now that the regulatory agency decides to adjust the 
allowed rate of return on assets [and common, given the debt-equity 
ratio] to keep the price per share of the common stock equal to 
its book value. Furthermore, let the investment rate that satisfies 
the public's demandjor service beg= b; r,. If the regulatory agency 
knows this and if it knows the coeilicients of Eq. (8.1.6), it will 
set the return on assets so that the return on common r = r 

3
• 

If the utility sets b = b;, the result will be an investment rate 
that satisfies the demand for service and P = E. 

The utility well may recognize that with r = r
3 

setting b = b, 
< b; will result in a higher price per share. However, the management 
knows that if it sets b = b, the regulatory agency will reduce 
r from r, to r2 , and the combination b,r, results in P = E once 
again. The management might just as well set b = b; and provide 
the investment rate that satisfies the demand for service. The 
stockholder, of course, is indifferent to the retention rate since the 
price of the stock is independent of the retention rate. Furthermore, 
the dividend plus the growth in price during the coming period 
divided by the current price will be exactly equal to the yield 
he requires on the stock regardless of the retention rate. 

What if the utility management refuses to accept the regulatory 
agency's policy of maintaining P = E?With r = r 

3
, the management 

sets b = b,, and when the agency reduces rto r 2 , the utility counters 
with b = b, < b,. The downward spiral continues until b = 0 
or a positive b maximizes share price at P = E. The stockholders 
have gained nothing, but the investment rate is inadequate to meet 
the demand for service. If the public's dissatisfaction with inadequate 
service can be turned against the agency, it may be forced to give 
up the policy that maintains P = E. Although this possibility cannot 
be denied, it would seem that the relative power position of a 
regulatory agency committed to the public interest would enable 
it to enforce its policy. However, it must be acknowledged that 
where a bilateral monopoly exists considerations outside the scope 
of economic theory, narrowly defined, enter into the solution that 
will obtain. 

Under a bilateral monopoly policy the agency need not burden 
itself with the difficult tasks of estimating the demand for service 
and the coefficients of Eq. (8.1.6): The agency need only concern 
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itself with keeping the market value of the stock equal to its book 
value. With stockholders indifferent to the investment rate, tbe 
management may just as well keep consumers happy by selecting 
the investment rate that satisfies the demand for service. Since 
the utility management is likely to be better informed on the demand 
for service than the agency, it would seem advisable for the agency 
to follow this simple policy. The only argument against leaving 
the responsibility to the management is that the management may 
inject its own preference into the decision. The bias then would 
be in the direction of a higher investment rate since growth provides 
various benefits to a management. However, carrying this policy 
tao far may destroy the utility's monopoly position. Raising the 
investment rate increases the price of the product due to the higher 
capital base and the rise in the required rate of return. At same 
point the demand for service may not be equal to the supply at 
a price which covers the cost of the required capital, and the utility 
is in the position of a competitive firm that has overinvested. 

To see the implications of this policy for the cost of capital and 
allowed rate of return, set P = E, substitute Y = Erin Eq. [8.1.6), 
and rewrite it as follows: 

r= 1/a 0 [1- b]e"•'". [8.2.1) 

Comparison with Eq. (8.1.9) reveals that when b = 0 the two values 
of rare the same if o: 0 = a,. If o: 0 > "'• the bilateral monopoly 
solution results in a lower r at b = 0. As b rises both the Eq. 
(8.2.1] and the Eq. [8.1.9) values of rrise, but the bilateral monopoly 
value rises less rapidly due to the presence of the exponential term. 

All the relevant considerations support the bilateral monopoly 
approach to regulatory policy. The cost of capital is lower, and 
the utility has no inducement to overinvest or underinvest. Further­
more, the regulatory agency has two alternative and complementary 
courses of action in implementing the policy. The agency can 
estimate the investment rate that satisfies the demand for service, 
set brequal to that value in Eq. [8.2.1], and solve for r. Alternatively, 
the agency can rely on the possibly superior information available i:? 
to the utility on the investment rate that satisfies the demand for ~ 
service and simply adjust the allowed rate of return to keep the 1il 
market-book value ratio equal to one. J> ~ 
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8.3 Leverage Share V.alue and the Cost of Capital 

The presence of leverage in the capital structure is recognized 
by adding a leverage rate variable to Eq. (8.1.6) as follows: 

P = a 0 [1 - b) Ye"•b' e"'"l". (8.3.1) 

The leverage rate, B/ E, is based on the book values of the debt 
and equity since the empirical work of the previous chapter provided 
no basis for believing that market values should bo used. Given 
the dividend and its growth rate, an increase in leverage and the 
risk associated with it should cause the share price to fall. Hence, 
we would expect that a, < 0. With this form of the function the 
share price goes down by a, percent for every 1 percent increase 
in the leverage. In consequence, share yield increases·by increasing 
amounts as leverage rises. Ezra Solomon [43] and most other 
advocates of the traditional theory postulate a relationship of this 
kind between leverage and share yield. By contrast, the linear 
regression of share yield on leverage and other variables implies 
that the rise in share yield with leverage is independent of the 
leverage rate. 

Leverage has a favorable impact on share price through its impact 
on oarnings and return on investment since Y = Er and r = x 
+ (x - c) B/ E. Assuming for the moment that b = 0, Eq. (8.3.1) 
can be written 

P/E= a 0 (x+ (x- c)B/E]e"'BIE, (8.3.2) 

Dividing both sides of Eq. (8.3.1) by book value so that the market­
book value ratio is the dependent variable facilitates the analysis 
that follows. Taking the derivative of PIE with respect to leverage 
results in 

a(P/ E) 

a(B/ E) 
[aoe":BIE] X 

[(x- c)(l + a.,B/E) ac B ] 
a(B/ E) E +a ,x . (8.3.3) 
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We are interested in whether P/ E is maximized at some value 
of B/ E and, if so, what that value is. The second order conditions 
necessary to answer the first question are extremely difficult to 
evaluate. However, we can proceed as follows. Eq. (8.3 .3) is positive 
at (B/E) = 0 if -a,< (x- c)/x. Since a,< 0 and is very small 
in absolute amount relative to (x - c)/ c, this condition is easily 
satisfied. At (BI E) = 0 it is possible that a c/ a (B/ E) is zero or 
negative, but when B/E passes some value, acja(B/E) becomes 
positive, and it rises by increasing amounts. Hence, PIE does reach 
a maximum at a finite value of Bl E. Over this, the relevant range 
of Bl E, we find its optimal value by setting Eq. (8.3.3) equal to 
zero and solving for B I E. The result is 

B x-c+a 2 x 
-= 
E -a,(x-c)+acja(B/E) 

(8.3.4) 

The optimal leverage rate increases with x - c, and it decreases 
as -a, and a c/ a (B/ E) are raised. 

The cost of debt capital is obtained by setting Eq. (8.3.3) equal 
to zero and solving for x instead of B I E. The result is 

c[l + a,(B/E) + acja(B/E)] 
z=x= (8.3.5) 

1 + a 2 + a 2 (B/E) 

With "z < 0 it can be shown that the cost of debt capital increases 
with the interest rate and with the leverage rate. The cost of capital 
also increases with -"'' the leverage risk coefficient, and with 
the response of the interest rate to changes in leverage. 

It should be noted that the interest rate in the above model is 
the coupon or imbedded rate of interest. lf the current interest 
rate is above the coupon rate, the latter will move over time to 
equality with the current rate. Hence, for a given leverage rate, 
the appropriate value of the coupon rnte is a weighted average 
of the coupon and current interest rates. The weights depend on 
the refunding and the new debt financing required to maintain 
the existing leverage rate during the year. ::t 

As the firm's leverage rate is raised, the interest rate at which l!l 
it borrows is raised more or less regardless of the relation between 1l 

::J 
the coupon and the current interest rates. It could be argued that ~ 
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only the new debt during the year will be at the higher interest 
rate. In that event the definition of the coupon rate in the previous 
paragraph accounts for this change in the interest rate since 
ocja(B/E) > 0 in Eq. (8.3.5). However, bond contracts subordinate 
or otherwise restrict additional debt, and the change in the coupon 
rate with the leverage rate should reflect some refinancing of the 
existing debt or a risk premium on the new debt commensurate 
with its subordination. 

With a positive retention rate the optimum leverage rate is finite 
if -n, > [x - c]a 1 b. In that event the counterpart Ia Eq. (8.3.4) 
withuc/a(B/EJ = o is 

B x- c+ n,x+ [x- c)xa,b 
- = ----=-:--~~:--"'::-
E -a 2 (x-c)-[x-c)'a,b (8,3.6) 

Since a 1 > 0, the optimum leverage rate is an increasing function 
of the retention rate. The value of x that satisfies a[P/ E) I a[B/ E) 
= 0 when b > 0 is a quadratic function of x. The economically 
valid solution and hence the cost of debt capital is a decreasing 
function of the retention rate. The cost of capital remains an 
increasing function of the interest rate, the leverage rate, and -a,. 

Under the analysis just presented the regulatory agency was 
presumed to follow a constrained policy. That is, it allows the 
rate of return that maximizes share price at the debt-equity ratio 
it desires the utility to adopt. Under the policy the cost of debt 
capital and share price are increasing functions of the desired 
debt-equity ratio. By contrast, under a policy that recognizes the 
bilateral monopoly relation between the agency and the ·utility, · 
the allowed rate of return is adjusted to maintain the market-book 
ratio for the common stock equal to one. How does the allowed 
rate of return vary with the debt-equity ratio when the condition 
that the price of the stock remains unchanged is satisfied 1 

lt is not easy to answer this question by analytic methods since 
Eq. (8.3.2) cannot be arranged to make x an explicit function of 
B/ Ewith P/ Eset equal to one.lt will be shown in the next chapter, 
however, that the values of the parameters cause x to fall initially 
and then rise as B/ Erises. The leverage rate at which xis minimized, 
of course, minimizes the cost of debt capital. 

The yield at which the common stock sells rises continuously 
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with the debt-equity ratio, but this only compensates shareholders 
for their risk. When the share price is independent of the debt-equity 
ratio, stockholders are indifferent to that ratio. Consumers are 
concerned with the return on assets, and their interest is served 
by the debt-equity ratio that minimizes the return on assets. It should 
be noted, however, that the utility's risk increases with the leverage 
rate, and management may consider its welfare to vary inversely 
with the risk to the firm. Management therefore may prefer a 
debt-equity ratio lower than the one that minimizes the cost of 
capital. particularly since the stockholders are indifferent to the 
ratio's va]ue. 

8.4 External Finance, Share Va/l)e, and the Cost of Capital 

The third source of funds to finance investment, the sale of 
additional shares, is the most difficult to incorporate into our model. 
The consequences of stock financing may be classified as short 
term and long term. This section will develop an imperfect capital 
markets model that captures the long-term consequences of stock 
financing. The next section modifies the model to incorporate the 
short-term consequences. 

Our perfectly general model with stock financing present is 

P (1-b]r -= .... 
E k-br-vs 

(2.8.8) 

where s is the stock financing rate and vis the equity accretion 
rate on stock financing. As shown in chapter 2, the equ1ty accretion 
rete is 

v = (r- k)/(r- rb- s]. (2.8.12) 

Under the PCCM theory of stock valuation, k is independent of 
s. Hence, if r = k, v = 0 regardless of s,and share price is independent 
of the slack financing rate. The cost of external equity capital is 
p, the leverage-free value of k. 

However, if r > k the consequence of stock financing for the 
value of Pposes some problems. First, with v given, the denominator 

::0 
~ 
'8 
1il 
" -u~S 

~~~ 
""o <D3o 
0 " ' -~~ 
W)>N 



160 Myron ). Gordon 

of Eq. (2.8.8] approaches zero as s rises and P-+ "'· But we cannot 
take v as given since Eq. (2.8.12) shows that with r > k v rises 
with s. The unreasonable conclusion is that stock financing easily 
can generate an infinite share price for a profitable firm for which 
r> k. 

Recognition that capital markets are not perfectly competitive 
is a means. of avoiding the above ridiculous conclusion.' Our 
hypotheses are that the yield investors require on a share is an 
increasing function of both the dividend growth rate and the stock 
financing rate. The expression for share yield that incorporates these 
hypotheses and the leverage theorem is 

k = br + vs + 1/ [o:o e"lbreo: DIE:eal\'Sea~s1 }. (8.4.1] 

With a, > 0 and a, < 0, k increases with vs, the dividend growth 
due to stock financing, and also with s, the stock financing rate. 
Substituting this expression for k in Eq. (2.8.8] and representing 
all the terms of no immediate interest by A 0 , we have 

P/E= A 0 (1- b]re"•"'e"•"'. (8.4.2] 

This expression simply states that, given the current dividend 
(1- b]rE, share price increases with the expected rate of dividend 
growth due to stock financing, vs, and it decreases with the stock 
financing rate s. 

Eq. (8.4.2) poses two questions. Why are there two stock financing 
terms, and why does the second term have the squared value of 
s? On the first question, it is clear that yield should rise with 
vs, the stock financing growth rate. However, with vs the only 
stock financing variable, share yield is independent of the stock 
financing rate when v = 0. This is clearly not reasonable. Rather, 
as reflected in Eq. (8.4.1), share yield should increase with the 
stock financing rate and with the growth due to stock financing. 
Substituting this expression for k in Eq. (2.8.8) results in a stock 
price equation with two stock financing terms. 

3 Another way cui of the dilemma ls to assume r Is a decreasing function of 
the investment rate. This is not n correct assumption for regulated companies. For 
unregulated companies the assumption is unlikely to deal with the finite price 
problem. 

Imperfect Capita/ Markets 161 

To answer why the squared value of s is used in Eq. (8.4.2), 
let us replace it with s and take the derivative of P / E with respect 
to s: 

a(P/E] 

as 
= (P/E)[a,v+ a,s :: + a,J. [8.4.3) 

With a(P/E]jas> 0 at s = 0 it will remain so ass increases. 
The reason is that with v = 1 - E/P, when a[P/ E)/as> 0, a vjas 
> 0. Hence, the second term in Eq. (8.4.3) is positive and increases 
with sif a(P/K)/as > 0 at s = 0, and P/Erises with s without 
end. 

By contrast, with Eq. [8.4.2) as it stands, we obtaln, using v = 
1- E/P, 

a(P/E) (P/ E] [a, v + Zn, s] 

[ 
a,s] 1---
P/E 

(8.4.4) 
as 

As sis increased, P/E increases in decreasing amounts and is 
maximized at the optimal stock financing rate 

s =-a, vf2a 4 • 
(8.4.5) 

The optimal stock financing rate varies directly with a, and v and 
inversely with -a

4
• However, since v = 1 - E/ P, it is an implicit 

function of all the other variables and parameters which determine 
P, and Eq. (8.4.5] cannot be used directly to find the optimal stock 
financing rate. 

To establish the optimal stock financing rate we must determine 
v for any value of s and the other variables. To do so we may 
proceed as follows. Substitute the Eq. (8.4.1) value ofk in Eq. (2.8.12). 

The result is 

r- br- vs- 1/[A0 e"'"'e"•''] 
v= r- br- s 

1 
=1 r{1- b)A

0
eaJvse" 4112 

(8.4.6] 0 
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When s= 0, vis an explicit function of the variables on the right-hand 
side of Eq. (8.4.6), and we may obtain v ~ 0, depending on the 
values of the variables and the coefficients. 

When v < 0 at s = 0 we also have PIE < 1 since v = 1 -
El P. As s rises above zero, both v and PIE fall, and the rise in 
s makes a bad situation worse. Hence, when v < 0 at s = o the 
optimal course of action is s = 0.' When v = 0 and PIE= 1, 
a rise in s redu,es v and PI E. Hence, in this case also the optimal 
course of action is s = o. 

When v > 0 and P / E > 1 at s = 0, a rise in s raises v and 
PI E. There is some positive value of v greater than the value of 
v at s = 0 which satisfies Eq. (8.4.6) at each value of s. Trial and 
error calculations may be used to find this value of v and the 
associated value of pIE at each value of s. For each value of s 
and the values of the variables other than von the right-hand side 
of Eq. (8.4.6) there is also a negative value of v that satisfies the 
equation. However, this solution to the equation can be ruled out 
on economic grounds. As s rises the one admissible solution for 
v and PIE for each s either will reach a maximum at a finite s 
or rise continuously with s. In the former case we have an optimal 
s for the given values of the variables and coefficients. In either 
case we can find the value of r necessary to make a stock financing 
rate at least ~qual to some value optimal policy. 

'· '. 

BS Further t;:onsequences of Stock Financing 
.... .:.·.,. 

The pr«viou~ section established how we measure v given s, 
r, the other variables, and the parameters of Eq. (8.4.2). It also 
establf~~~d !~~tfhe optimal stock financing rate is 

~':'a,v(-2:?'<· (8.4.5) 

The ir!lerpretatiol) of this expression is somewh., tricky because 
v depencls fln s~''ainong other variables. Instead of attempting this, , .•. ' 1 ,_ .. ' 

let us qSris!der the equity accretion rate necessary to make some 
value of soptimal policy. Solving Eq. (8.4.5) for v we obtain 

'" 

"There are ,o;:pme combinations of the coefficients and variables in Eq. {8.4.6) which 
result in two poSifiVe'solutions for vwith v< 0 at s = 0. However, these combinations 
of the variables and coefficients can be ruled out on economic grounds, 
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v= -2a,sla,. (8.5.1) 

If a stock financing rate of s = s• is desired, the value of v = 

v* needed to make it optimal policy is provided by Eq. (8.5.1). 
The problem that remains is to determine the return on common 
equity that will realize v = v• when s = s*, and we proceed as 
follows. Assign a value to r in Eq. (8.4.6) and find the value of 
v that satisfies the equation with s = s* and the given values of 
all the other variables. If there is no solution for v or if v < v•, 
raise r. There is some value of r = r* at which v = v• with s 
= s*. It is the return on common equity needed to make s• optimal 
policy. Given tbe firm's debt-equity ratio, the return on assets x 
= x* needed to realize r = r,.. can be determined. 

The bilateral monopoly solution to the cost of new equity capital 
is considerably simpler than the above competitive solution. Under 
a policy of maintaining PIE= 1, v = 0 regardless of s. Market 
price is independent of the stock financing rate, the existing 
shareholders are indifferent to the stock financing rate, and the 
regulatory agency need only maintain PIE= 1 to generate whatever 
stock financing rate the demand for service requires. 

To determine the consequences of such a policy for tbe rate of 
return on common equity, we set PIE= 1 and v = 0 in Eq. (8.4.2) 
and solve for r. The result is 

r= 1/A0 (1- b)e"•''. (8.5.2] 

Taking the derivative with respect to s we find that 

ar -2a,s 
-= :· 
as A 0 (1- b)e"•' 

(8.5.3) 

Since o:, < 0, Eq. (8.5.3) is positive, and r rises with the stock 
financing rate. That is, maintaining P / E = 1 involves raising r 
with s. However, this is of no benefit to the shareholder since 
the yield he requires has gone up correspondingly. Also, it can 
be shown tbat the value of r that satisfies Eq. (8.5.2) is less than 
the value of r that satisfies Eq. (8.5.1) for any value of s. 

The previous analysis recognized that if a corporation is expected 
to stock finance periodically at some average annual rate then the 
yield investors require on the stock is raised directly by the stock 
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financing rate and indirectly by the growth due to the stock financing. 
In addition to these long-run influences on share price, stock 
financing will have two short-run consequences. First, Eq. (2.8.12) 
should be modified to recognize that the firm does not receive 
the entire amount paid by the public lor the issue. Second, the 
expression for v should recognize that the issue causes a slight 
temporary depression in the price. This is accomplished as follows. 
With Qnthe amount invested in the corporation by new shareholders 
during n, the equity in the corporation they receive is (1 - v -
ljJ) 0 n, where ljJ is the fraction of 0 n that accrues to the investment 
banker. The dividend they can expect in n + 1 is Eq. (2.8.10) 
changed accordingly: 

D;:., = (1- b)r(1- V- ljJ) On' (8.5.4) 

Once in the corporation the new shares are identical with the old. 
Their dividends also are expected to grow at the rate br + vs. 
However, to bring the shares in required a higher yield or some 
depression of the price at the time of the issue. This is recognized 
by changing Eq. (2.8.11) to 

On= i (1- b]r[1- v-ljJ)0n(1 + br+ vs)'-n-> 

l•n+1 (1 +1]k) 1 
n 

= [(1- b)r(1- v-ljJJOnl/['l]k- br- vs], (8.5.5) 

where 'I] > 1 is the ratio of the yield on a share at the time of 
a new issue to the yield at other times. Dividing both sides by 
On and solving for v results in 

v= 
r[l - $(1- b)] - 11k 

r- br- s 
(8.5.6) 

Plausible values ofljJ and '1 are ljJ = .05 and 'IJ = 1.05. The consequence 
is that the numerator of this expression is less than the numerator 
of Eq. (2.8.12) for given values of r, b, s, and k, while the denominator 
is unchanged. In other words, introducing ljJ and '1 reduces v. 

Substituting the Eq. (8.4.1) value for k in this expression for 
v results in 

v= 

Imperfect Capital Markets 

r[1-b(1]-ljJ)-IjJ] 

r[l - b] + s[ TJ- 1] 

'I] 

(r[1 -b)+ S('T]- 1)] A 0 e"•v'e"•'' · 
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(8.5.7) 

While this expression may appear considerably more involved than 
Eq. (8.4.6), the differences are not imporliint. The first term is reduced 
from one to a number that is slightly less than one, and it falls 
somewhat as s rises. The numerator of tbe second term is raised 
slightly, and the denominator is reduced slightly and rises less 
rapidly with s. The characteristics of the solution to Eq. (8.5.7) 
are the same as the characteristics of the solution to Eq. (8.4.6). 
The only difference is that for any s the solution value of v is 
reduced somewhat. Eqs. (8.4.5) and (8.5.1) remain unchanged. 
However, the value of r needed to generate any value of vis raised 
so that the cost of stock financed capital under our constrained 
model of regulatory policy is an increasing function of~~ and TJ· 

However, with TJ > 1.0 and/or ljJ > 0, the bilateral monopoly 
solution to regulatory policy is somewhat more complicated than 
it is with '\'l ~ 1.0 and ljJ = 0. The proceeds to the corporation 
from a stock issue are less than the market price of the stock, and 
with price equal to book the issue reduces both the book and market 
value of the stock.5 The equity of the existing shareholders is diluted 
by the stock issue. In other words, with P = E ar1d r = k, a stock 
issue or stock financing at some rate make the return the shareholders 
can expect to earn a decreasing function· of the stock financing, 
Therefore, it is against the interest of the existing shareholders 
for the firm to engage in stock financing when the proceeds per 
share on the issue are less than the book value per share. 

To make shareholders indifferent to the rate at which a utility 
stock finances, the regulatory agency must set r > k so that P 
> E by a margin that makes the proceeds per share on the new 
issue equal to the book value of the outstanding stock. With r > 
k, P > E, and the stock sells to earn k prior to a new issue. With 

sThe price (nnd book value) per sham after tbe issue is a weightad average of 
the prclssue price and the proceeds to the corpora lion per share issued. The weights 
are the relative amounts of old and new shares. 
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the new shares· sold at a price of E per share, the buyers receive 
a return above k for coming into the company, but they do not 
receive rsince part of the proceeds on the issue goes to the investment 
banker. Both the new and the old shares earn Er per share, and 
they sell at a: yield of k and a price of P, the old price per share. 

All this may seem very complicated, but it need not trouble the 
regulatory agency. The agency need only estimate the proportion 
that the proceeds per share on an issue bear to the price of the 
stock and adjust the allowed rate of return so that the price per 
share is the indicated ratio of the book value per share. If the proceeds 
on an issue are 91 percent of marketprice,.the agency should maintain 
market price at about 110 percent of book value. The welfare of 
the stockholders is independent of the firm's stock financing rate, 
and the utility may be expected to set s to satisfy the demand 
for service. 

9 

Estimation of the Parameters and 
Implementation of the Model 

This chapter begins with tests of the stock value model developed 
in the previous chapters and experiments with alternative forms 
of the model, using the sample of utility firms for the years 1956-1968 
described in chapter 5. The objective is to find the form that is 
best suited ior estimating the cost of capital from each source and 
in the aggregate. The parameter estimates and the sample data then 
are used to arrive at illustrative estimates of the cost of capital 
from each source: retention, debt, and the sale of stock. These results 
are obtained under the constrained and the bilateral monopoly 
policies. 

The next chapter takes up the problem of the overall cost of 
capital. That is, it develops an algorithm for determining the allowed 
rate of return necessary to obtain a given investment rate with 
the choice between retention and stock financing being made so 
as to minimize the allowed rate of return. The debt-equity ratio 
is taken as fixed for reasons that will become ..clear in the course 
of the discussion. Chapter 10 continues with a ~oiliparative analysis 
of the cost of capital under the different theories and the allowed 
rate of return for certain of the sample years, and it concludes 
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MONTANA-DAKOTA UTILITIES CO. 
MONTANA CONSUMER COUNSEL 

MCC OAT A REQUEST 
DATED JULY 12,2013 

DOCKET NO. 02012.9.100 

MCC-203 Regarding: Relative Risk 
Witness: J. Stephen Gaske 

Please provide a copy of the document referenced in footnote 40 of your rebuttal 
testimony: Michael Ann in, Equity and the Small-Stock Effect, Public Utilities 
Fortnightly, October 15, 1995. 

Response: 

Please see Attachment A. 



Financial 
News 

Response No. MCC-203 
Attachment A 

Page 1 of 2 

Equity and the Small-Stock Effect 
The capital 

asset pricing 

model shows 

risk inherent 

42 

in return on 

equity. But 

something 

goes wrong 

when it's 

used for 

small-sized 

companies. 

0 
oes the size of a company affect 
the rate of return it should earn? 
If smaller companies should earn 
a higher return than larger firms, 
then small utilities, because of 

their size, should be allowed to adjust the 
rates they charge to customers. 

By far the most notable and well­
documented apparent anomaly in the 
stock market is the effect of company size 
on equity returns. The first study focusing 
on the impact that company size exerts on 
security returns was performed by Rolf 
W. Banz. Banz sorted New York Stock Ex­
change (NYSE) stocks into quintlles based 
on their market capitalization (price per 
share times number of shares outstand­
ing), and calculated total returns for a 
value-weighted portfolio of the stocks in 
each quintlle. His results indicate that re­
turns for companies from the smallest 
quintile surpassed all other quintlles, as 
well as the Standard & Poor's 500 and 
other large stock indices. A number of 
other researchers have replicated Banz's 
work in other countries; nevertheless, a 
consensus has not yet been formed on 
why small stocks behave as they do. 

One explanation for the higher re­
turns is the lack of information on small 

companies. Investors must search more 
diligently for data. For small utilities, in­
vestors face additional obstacles, such as a 
smaller customer base, limited financial 
resources, and a lack of diversification 
across customers, energy sources, and ge­
ography. These obstacles imply a higher 
investor return. 

The Flaw in CAPM 
One of the more common cost of eq­

uity models used in practice today is the 
capital asset pricing model (CAPM). The 
CAPM describes the expected return on 
any company's stock as proportional to 
the amount of systematic risk an investor 
assumes. The traditional CAPM formula 
can be stated as: 

R, = [/3, x RP] + Rf 
where: 

R, = expected return or cost of 
equity on the stock of 
company "s" 

f3 = the beta of the stock of 
company"s" 

RP = the expected equity risk 
premium 
expected return on a riskless 
asset. 

Table 1: The Size Premium In CAPM 
(By Decile l'erlfolie ill NrSE. 1926-94} 

Arithmetic ACI!Jal Return CAPM Return Size Premium 
Mean in Excess of in Excess of (Return In 

Decile Beta Return Riskless Rate** Riskless Rate** Excess CAPM) 

1 0.90 11.01% 5.88% 6.33% -0.44% 
2 1.04 13.09 7.97 7.34 0.63 
3 1.09 13.83 8.71 7.70 1.01 
4 1.13 14.44 9.32 7.98 1.33 
5 1.17 15.50 10.38 8.22 2.16 
6 1.19 15.45 10.33 8.38 1.95 
7 1.24 15.92 10.79 8.75 2.05 
8 1.29 16.84 11.72 9.05 2.67 
9 1.36 17.83 12.71 9.57 3.14 

10 1.47 21.98 16.86 10.33 6.53 

'Betas am esfll11ilflld 1rnm monlhly mtums In excess olllle 2{J-year\)1Ml!1111'01t bond Income relum, January 1926-Docemll<if 1994. 
''Hislo<ical riskless rniB measum<l by ll1e 69-y"' - mean Income rntum component ol2fl-year government bonds. 
Soon:e: SBB/1995-

Puauc Um.mes FORrNIGHTLY, October 15, 1995 
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Table 2: CAPM vs. CAPM W/ Size Premium 
(By Percentile for Electric, S.., Mil-,--1 

90th Percentile 
75th Percentile 
Median 
25th Percentile 
1 Dth Percentile 

CAPM with 
CAPM Size Premium 

16.42% 
12.56% 
10.89% 

9.86% 
8.63% 

18.92% 
14.72% 
12.58% 
11.39% 
10.65% 

(Weighted by lladrJI C ; · 7 Mea} 

CAPM with 
CAPM Size Premium 

Industry Compostte 11.76% 12.33% 
Large Company 

Compostte 12.05% 12.07% 
Small Company 

Compostte 13.93% 17.95% 

Source: Cost of Capital Quarterly '95 YeatDook by lbbotsoo AssociatBs 
Note: Public utilities include electric, gas, and sanitary SfiVices companies. 

Table 1 shows beta and risk premiums over the 
past 69 years for each decile of the NYSE. It shows 
that a hypothetical risk premium calculated under 
the CAPM fails to match the actual risk premium, 
shown by actual market returns. The shortfall in the 
CAPM return rises as company size decreases, sug­
gesting a need to revise the CAPM. 

The risk premium component in the actual re­
turns (realized equity risk premium) is the return 
that compensates investors for taking on risk equal to 
the risk of the market as a whole (estimated by the 
69-year arilhmetic mean return on large company 
stocks, 12.2 percent, less the historical riskless rate). 
The risk premium in the CAPM returns is beta multi­
plied by the realized equity risk premium. 

The smaller deciles show returns not fully ex­
plainable by the CAPM. The difference in risk premi­
ums (realized versus CAPM) grows larger as one 
moves from the largest companies in decile 1 to the 
smallest in decile 10. The difference is especially pro­
nounced for deciles 9 and 10, which contain the 
smallest companies. 

Posuc UnunEs Folml/GHTLY, October 15,1995 

Response No. MCC-203 
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Based on this analysis, we modify the CAPM 
formula to include a small-stock premium. The 
modified CAPM formula can be stated as follows: 

R, = [/35 x RP] + Rf + SP 
where: 

SP = small-stock premium. 
Because the small-stock premium can be identi­

fied by company size, the appropriate premium to 
add for any particular company will depend on its 
equity capitalization. For instance, a utility wilh a 
market capitalization of $1 billion would require a 
small capitalization adjustment of approximately 1.3 
percent over the traditional CAPM; at $400 million, 
approximately 2.1 percent, and at only $100 million, 
approximately 4 percent. 

Again, these additions to the traditional CAPM 
represent an adjustment over and above any in­
crease already provided to these smaller companies 
by having higher betas. 

Implications for Smaller Utilities 
These findings carry important ramifications for 

relatively small public utilities. Boosting the tradi­
tional CAPM return by a full 400 basis points for 
small utilities translates into a substantial premium 
over larger utilities. 

']able 2 shows the results of an analysis of 202 
utility companies that calculated cost of equity 
figures. Composites (arithmetic means) weighted by 
equity capitalization were also calculated for the 
largest and smallest 20 companies. The results show 
the impact size has on cost of equity. 

For the traditional CAPM, the large-company 
composite shows a cost of equity of 12.05 percent; 
the small company composite, 13.93 percent. How­
ever, once the respective small capitalization pre­
mium is added in, the spread increases dramatically, 
to 12.07 and 17.95 percent, respectively. Clearly, the 
smaller the utility (in terms of equity capitalization), 
the larger the impact that size exerts on the expected 
return of that security. 'If 

Michael Amzin, CFA, is a senior consultant with Ibbotson 
Associates, specinlizing in business valuation and cost of 
capital analysis. He oversees the Cost of Capital Quar­
terly, a reference work on using cost of capital for company 
valuations. 
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MONTANA-DAKOTA UTILITIES CO. 
MONTANA CONSUMER COUNSEL 

MCC DATA REQUEST 
DATED JULY 12,2013 

DOCKET NO. D2012.9.1 00 

MCC-204 Regarding: Flotation Cost Adjustment 
Witness: J. Stephen Gaske 

At page 2 of JSG-03 you claim that a flotation cost adjustment is required whether 
or not the regulated company has incurred flotation costs in the past or whether 
it will incur such costs in the near future. Please provide a calculation showing 
the amount of test year revenue that MDU will receive from Montana ratepayers if 
the flotation cost adjustment that you propose is approved in this case. 

Response: 

The requested calculation is provided below: 
Notes 

1 Montana Gas Rate Base $43,759,831 
2 x Common Equity Ratio 53.387% 
3 Equity Portion of Rate Base $23,362,061 

4 Proposed Primary Market ROE 10.5000% 
5 + Flotation Cost Adjustment 1.04 
6 Secondary Market ROE 10.0962% 

7 Flotation Cost Adjustment 0.4038% line 4 - line 6 
8 + Income Tax Factor 60.6125% 39.3875% tax rate 
9 Pre-Tax Flotation Cost Adjustment 0.6663% 

10 $ Amount of Flotation Cost Adjustment $155,656 line 3 x line 9 

Thus, this cost element constitutes one-fourth of one percent (0.25%) of the revenue 
requirement of $62.8 million. 



MONTANA-DAKOTA UTILITIES CO. 
MONTANA CONSUMER COUNSEL 

MCC DATA REQUEST 
DATED JULY 12,2013 

DOCKET NO. D2012.9.100 

MCC-205 Regarding: Comparable Investment Standard 
Witness: J. Stephen Gaske 

At page 4 of Exhibit JSG-03 you state that setting the authorized return on 
common equity for Montana-Dakota's natural gas distribution operations at 9.0 
percent would violate the comparable investment standard set forth in the 
Supreme Court's Hope decision. Please provide the specific language from the 
Hope decision that you say establishes such a standard. 

Response: 

Below is the specific language from the Hope decision: 

"The rate-making process under the Act, i.e., the fixing of 'just and reasonable' 
rates, involves a balancing of the investor and the consumer interests. Thus, we 
stated in the Natural Gas Pipeline Co. case that 'regulation does not insure that 
the business shall produce net revenues.' 315 U.S. at page 590, 62 S.Ct. at 
page 745, 86 L.Ed. 1037. But such considerations aside, the investor interest 
has a legitimate concern with the financial integrity of the company whose rates 
are being regulated. From the investor or company point of view it is important 
that there be enough revenue not only for operating expenses but also for the 
capital costs of the business. These include service on the debt and dividends 
on the stock. Cf. Chicago & Grand Trunk R. Co. v. Wellman, 143 U.S. 339, 345, 
346, 12 S.Ct. 400, 402, 36 L.Ed. 176. By that standard, the return to the 
equity owner should be commensurate with returns on investments in 
other enterprises having corresponding risks. That return, moreover, should 
be sufficient to assure confidence in the financial integrity of the enterprise, so as 
to maintain its credit and to attract capital. See State of Missouri ex ref. South­
western Bell Tel. Co. v. Public Service Commission, 262 U.S. 276, 291, 43 S.Ct. 
544, 547, 67 L.Ed. 981, 31 A.L.R. 807 (Mr. Justice Brandeis concurring). The 
conditions under which more or less might be allowed are not important here. 
Nor is it important to this case to determine the various permissible ways in which 
any rate base on which the return is computed might be arrived at. For we are of 
the view that the end result in this case cannot be condemned under the Act as 
unjust and unreasonable from the investor or company viewpoint."1 [Emphasis 
added] 

1 Federal Power Commission v. Hope Natural Gas Company, 320 U.S. 591,603 (1944). 
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MONTANA-DAKOTA UTILITIES CO. 
MONTANA CONSUMER COUNSEL 

MCC DATA REQUEST 
DATED JULY 12,2013 

DOCKET NO. D2012.9.1 00 

Regarding: Analysts' Forecasts 
Witness: J. Stephen Gaske 

At page 7 of Exhibit JSG-03 you state that "Although analysts' long term growth 
forecasts are typically expressed as five-year forecasts, these forecasts generally 
represent growth rate expectations for a longer period of time than the five years 
expressed in the forecasts." Please provide all documentation supporting your 
contention that the published five year forecasts generally represent growth rate 
expectations for a longer period of time than the five years expressed in the 
forecasts. 

Response: 

When analysts' are surveyed they typically are asked for their five-year growth rate 
estimates. However, the fact that long-term growth rate estimates are often expressed 
as five-year estimates does not mean that analysts' expect growth rates to change after 
five years. For example, see pages 7-8 of Exhibit No. _(JSG-8) for a description of 
some of the economics literature that establishes analysts' growth rate estimates as the 
most accurate estimates for determining stock prices. Because stock prices are best 
explained by the analysts' five-year estimates, and not by multi-stage growth rate 
methods that change the growth rate after five years, the analysts' estimates are treated 
by investors as being valid for a period longer than five years. 



MONTANA-DAKOTA UTILITIES CO. 
MONTANA CONSUMER COUNSEL 

MCC DATA REQUEST 
DATED JULY 12,2013 

DOCKET NO. D2012.9.100 

MCC-207 Regarding: Analysts' Forecasts 
Witness: J. Stephen Gaske 

At page 8 of Exhibit JSG-03 you state that there is no data supporting the 
observation that stock prices are typically somewhat lower than analysts' price 
forecasts. Please provide the current stock prices for each of your comparable 
gas utility companies and the current consensus price forecast from Yahoo 
Finance for each of these same companies. 

Response: 

Please see Attachment A for this data. As shown on Attachment A, the one year target 
price is lower than the current price for four proxy group companies, while the one year 
target price is higher than the current price for three proxy group companies. 



Montana-Dakota Utilities Co. 

Current 
Company Ticker Price 

AGL Resources Inc. GAS $ 45.36 
Atmos Energy Corp. ATO $ 43.43 $ 
Laclede Group, Inc. LG $ 46.90 $ 
New Jersey Resources Corp. N.TR $ 43.42 $ 
Northwest Natmal Gas Co. NWN $ 44.45 $ 
Piedmont Natmal Gas Co., Inc. PNY $ 34.89 $ 
South Jersey Industries, Inc. S.TI $ 60.54 $ 
Southwest Gas Corp. swx $ 49.83 $ 

MDU Resources Group Inc. MDU $ 28.01 $ 

Source: Yahoo! Finance. Closing prices as of.Tuly 15,2013. 

!-Year 
Target 
Price 

N/A 
42.00 
48.50 
46.00 
43.00 
32.60 
63.75 
47.00 

Response No. MCC-207 
Attachment A 

Page 1 of 1 

Target Price 
Less 

Current Price 

N/A 
$ (1.43) 
$ 1.60 
$ 2.58 
$ (1.45) 
$ (2.29) 
$ 3.21 
$ (2.83) 

27.78 $ (0.23) 
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Regarding: Advanced Research Center 
Witness: J. Stephen Gaske 

Please identify, by location and affiliation, the specific "Advanced Research 
Center" that you refer to in Footnote 9 and identify, by name, the author or 
authors of the "updated study" that you cite. 

Response: 

The "Advanced Research Center" is a division of State Street Global Advisors. State 
Street Global Advisors is the asset management business of State Street Corporation, 
one of the world's leading providers of financial services to institutional investors. State 
Street Global Advisors has offices in 16 countries around the world including Australia, 
Belgium, Canada, China, France, Germany, India, Ireland, Italy, Japan, Netherlands, 
Singapore, Switzerland, United Arab Emirates, United Kingdom, and United States. 
The authors of the "updated study" are Anita Xu and Ami Teruya who worked with Duke 
University professor Dr. James H. Vander Weide, one of the authors of the original 
study conducted in 1988.2 

2 Vander Weide, J. H., and W. T. Carleton. "Investor Growth Expectations: Analysts vs. History." The 
Journal of Portfolio Management, Spring 1988, pp. 78-82. 
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MCC-209 Regarding: Exhibit JSG-10 (MDU Common Stock) 
Witness: J. Stephen Gaske 

At page 31 of Exhibit JSG-03 and in Exhibit JSG-1 0 you refer to the three most 
recent common equity issuances by MDU Resources. Please specify the book 
value of MDU Resources Group total common stock at 1/1/1998 and at 12/31/2012. 

Response: 

According to the SEC Form 1 0-K for the respective years, the book value per share of 
MDU Resources Group at January 1, 1998 was $10.39, and at December 31, 2012 was 
$13.95. 
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MCC-210 Regarding: Local Economy 
Witness: J. Stephen Gaske 

At page 31 of Exhibit JSG-03 you state that MDU serves an undiversified local 
economy. Please list the ten largest business sectors in this local economy 
served by the MDU gas distribution utility in Montana and the percentage of the 
local economy accounted for by each of these sectors. 

Response: 

Data by industry for Montana-Dakota's specific service territory in eastern Montana are 
not available. According to the U.S. Department of Commerce's Bureau of Economic 
Analysis, the following ten industries had the largest contribution to Montana's Gross 
Domestic Product in 2012: 

Table 1: Montana's Gross Domestic Product (2012) 

%of 
Industry $MM Total 

Government 6,342 15.69% 
Real estate and rental and leasing 4,805 11.89% 
Health care and social assistance 3,736 9.24% 
Manufacturing 2,860 7.08% 
Retail trade 2,698 6.67% 
Wholesale trade 2,100 5.20% 
Professional, scientific, and technical 

2,100 5.20% 
services 
Finance and insurance 2,088 5.17% 
Construction 2,033 5.03% 
Mining 1,949 4.82% 

All industry total 40,422 

Please see the Response No PSC-079(a), PSC-134(a), and MCC-211 (b). 
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Regarding: Purpose of proceeding 
Witness: J. Stephen Gaske 

At page 32 of Exhibit JSG-3 you state that the purpose of this proceeding is to 
establish the authorized ROE for MDU's Montana natural gas distribution 
business as if it were a stand-alone entity that is independently going to capital 
markets to raise equity capital. 

a. Should the cost of the debt component of the Company's capital 
likewise reflect debt costs as if the Montana natural gas distribution 
business was a stand-alone entity that is independently going to 
capital markets to raise debt capital? Please fully explain your 
answer. 

b. Please provide documentation showing that the Commission's ROE 
determination in any previous MDU gas distribution rate case was 
made assuming that the Company's Montana natural gas distribution 
business was a stand-alone entity that independently went to capital 
markets to raise equity capital 

c. Please provide documentation showing that any of MDU's equity 
capital was actually obtained as if the Company's Montana natural 
gas distribution business was a stand-alone entity going to capital 
markets independently to raise equity capital. 

d. Please specify and fully explain the regulatory basis under which it 
would be just and reasonable to the Company's ratepayers for the 
Commission to establish an authorized ROE in this proceeding 
under the assumed pretense that MDU's Montana natural gas 
distribution business was a stand-alone entity that independently 
went to capital markets to raise equity capital. 

Response: 

a. Yes. Although Montana-Dakota's Montana natural gas distribution 
business does not issue its own debt, the stand-alone principle applies to 
the cost of debt for the same reasons that it applies to the cost of equity. 
Specifically, the cost of debt should reflect the stand-alone cost of debt as 
if MDU's Montana natural gas distribution business were issuing debt 
independently in capital markets. The primary reason, as discussed in 
more detail below, is that the stand-alone principle protects ratepayers 
from paying a higher cost of debt if the parent company is engaged in 
higher risk non-regulated activities. There is precedent for this approach 
among regulators. For example, in Quebec, Gazifere (a small gas 
distribution company) is owned by Enbridge. The Regie has imputed a 
cost of debt for Gazifere based on the cost of debt for Enbridge Gas 
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Response No. MCC-211 (cont.) 

Distribution's operations in Ontario plus a risk premium to account for the 
small size of Gazifere. 

b. The most recent Montana-Dakota gas distribution rate case decision was 
Order No. 5856b in Docket No. D95.7.90 issued by the Commission in 
1996. As shown in the following excerpt, the Commission's precedent 
regarding risks is explicitly based on an assessment of the business risks 
of the Montana jurisdictional operations on a stand-alone basis: 

25. Gaske argues that MDU is riskier than the companies 
in his sample group. His arguments are contained in his direct 
testimony, pp. 29-39. In his conclusions on risk he provides the 
following reasons why MDU is riskier than his sample group: 

There are considerable risks associated with 
investments in gas distribution companies and these 
risks have increased in recent years. In my opinion, 
Montana-Dakota's overall risks are greater than those 
of any of the companies in the comparison group. 
The considerably higher business risk is due 
primarily to the small size of the Montana 
jurisdictional natural gas operations relative to 
the size of the comparison companies and the 
perceived risks of bypass due to the unusually large 
amount of direct competition with another gas utility. 
Montana Dakota's Montana operations also face 
regulatory risks that are above average relative to 
those of the comparison group. In addition, Montana­
Dakota's financial risks are clearly greater than the 
average financial risks faced by the comparison 
companies. 

26. The Commission is persuaded that Gaske's 
conclusions regarding increased risk, in comparison to the 
sample group, appear to be valid for financial risk and, to a 
limited extent, for business risk. MDU, in comparison to the 
sample group average, is financially more risky because it has a 
higher magnitude of debt in its capital structure and its bond rating 
is lower. In the area of business risk MDU's smaller revenue 
base, compared to that of the sample group, increases its risk, 
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Response No. MCC-211 (cont.) 

because MDU has a smaller proportion of return available to 
absorb fixed costs during periods of economic downturns . ... 
27. . .. The Commission's acceptance of the argument that MDU 
has greater financial and business risk than the sample group of 
companies, entitles MDU to an increase in its ROE above that 
found reasonable for the sample group. In addition to being riskier 
than the sample group the Commission finds that MDU should be 
rewarded for its good management practices such as diversifying 
its gas portfolio, minimizing rate filings, and minimizing its costs of 
doing business. The Commission determines that MDU should be 
authorized a 12.0 percent ROE. [Emphasis added]. 

c. The equity capital used to finance Montana-Dakota's regulated gas 
distribution operations in Montana is obtained from the parent company, 
MDU Resources Group. Each business in which MDU Resources invests 
on must provide an opportunity to earn a return that is appropriate for the 
risks of that particular business in order to justify the investment of 
investors' equity funds in that business. The assessment of risks and the 
adequacy of expected returns for each asset or business on a stand-alone 
basis is a fundamental principle of financial management. 

d. Many regulators have adopted the stand-alone principle because it 
insulates ratepayers from high costs of capital associated with riskier 
operations and, as discussed in response to part (c) above, it ensures that 
the company can compete for funds that are to be invested in the stand­
alone regulated business. These principles have been explained by many 
regulators. 

For example, in Quebec, the Regie de I'Energie has explained that 
the return on equity for Hydro Quebec Distribution and Hydro Quebec 
TransEnergie should be set on a "stand-alone" basis as if the entities were 
independently seeking to attract capital in the equity markets. 

Similarly, in a 2007 decision involving Potomac Electric Power, the 
Maryland Public Service Commission stated: "We reject People's 
Counsel's proposed capital structure [reflecting a double leverage 
adjustment] because it suffers from numerous flaws. First, it assumes that 
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the rate of return depends on the source of capital rather than the risks 
faced by the capital."3 

The Alberta Energy and Utilities Board described the stand-alone 
principle as follows: "This first application of the stand-alone principle is 
designed to remove the effects of diversification by utilities into non­
regulated activities. Using the stand-alone principle in this case, a utility is 
regulated as if the provision of the regulated service were the only activity 
in which the company was engaged. This application of the principle 
ensures that the revenue requirement of regulated utility operations is not 
influenced up or down by the operations of a parent or "sister" company. 
Thus, the cost (or revenue requirement) or providing utility service reflects 
only the expenses, capital costs, risks and required returns associated 
with the provision of regulated service." 4 

3 Maryland Public Service Commission, Order No. 81517, Case No. 9092, In the Matter of Potomac 
Electric Power Company for Authority to Revise its Rate and Charges for Electric Service and for 
Certain Rate Design Changes, July 19, 2007. Clarification added. 

4 Alberta Energy and Utilities Board, Decision 2001-92, December 12, 2001, at 25. 
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Regarding: Small Utilities 
Witness: J. Stephen Gaske 

At page 33 of Exhibit JSG-03 you quote Ibbotson regarding investors' return 
requirements. Provide any documentation which you assert supports Ibbotson's 
credibility and expertise on the subject of investors' return requirements for 
equity capital 

Response: 

Ibbotson Associates is a recognized source of financial data that investors rely upon for 
historical data regarding returns achieved for various asset classes including returns for 
stocks with various market capitalizations. The financial data provided by Ibbotson 
Associates represents actual historical returns in the market, not the opinion of Ibbotson 
Associates about those returns. 

Ibbotson Associates was founded in 1977 by Dr. Roger G. Ibbotson and Rex 
Sinquefield, both graduates from the University of Chicago. Dr. Ibbotson is a finance 
professor at the Yale School of Management, while Mr. Sinquefield is a retired financial 
executive who created the first S&P indexes in 1973, and co-founded Dimensional Fund 
Advisors in 1981, which has more than $200 billion in assets under management, and 
co-authored Stocks, Bonds, Bills and Inflation with Dr. Ibbotson. Ibbotson Associates 
was acquired by Morningstar, another established provider of financial data, in 2006. 
Ibbotson Associates is a registered investment advisor whose purpose is to deliver 
innovative asset allocation solutions, help investors reach their financial goals, and 
provide asset allocation thought leadership. 

The reference to a small size premium appeared in an article by Michael Annin, an 
employee of Ibbotson Associates, which was published in Public Utilities Fortnightly. 
Mr. Ann in received an M.B.A from the University of Texas and a B.B.A from the 
University of Wisconsin. He is currently a Senior Managing Director for Mesirow 
Financial in Chicago. Mr. Ann in was previously a Managing Director at Ibbotson 
Associates, and held positions at IPC Group and Abbott Laboratories. He holds the 
Chartered Financial Analyst designation. 


